
北里大学大学院理学研究科
平成 29年度博士論文

Construction of Instantons and Skyrmions in dimensions
higher than four

武居洸希 (DS-15901)

指導教授量子物理学川崎健夫





i

Abatract

Instantons are solutions to a Yang-Mills model. The four-dimensional, one time and three spaces, Yang-Mills model is a gauge
theory which describes the behavior of the fundamental interactions without the gravitation, namely the electromagnetic, weak
and strong interactions. It is know that instantons play important roles in the study of non-perturbative effects in gauge theories.
Of particular importance for the instantons is its systematic generation method of solutions, known as the Atiyah-Drinfeld-
Hitchin-Manin (ADHM) construction. We usually need the solve partial differential equations (PDEs) to obtain the instantons,
but when using the ADHM construction then we suffice to only solve algebraic equations instead of PDEs. Moreover it is know
that the ADHM construction can algebraically constructs all the instantons.

One of other important solution in particle physics is known as a Skyrmion. The Skyrmions are solutions to a four-
dimensional (static) Skyrme model which is a model for element particles in the low-energy effective theory of the strong
interaction. However, no analytic solutions of Skyrmion have been found yet, the numerical solutions are only known. Finding
proper solutions of Skyrmions is a long-standing problem. There are several directions to construct solutions. For example,
the rational map ansatz provides a good approximation to the Skyrmion solutions. Alternatively, there is another promising
approach to Skyrmions known as an Atiyah-Manton construction. The Aityah-Manton construction gives well approximated
static Skyrmion solutions from the holomomy of the Yang-Mills instantons.

We sometimes consider extra dimensional models, for example the Kaluza-Klein theory, the brane world scenario, the M-
theory and others, to solve some modern physics problems. Hence, it is natural that we consider instantons and Skyrmions in
higher dimensions. Indeed, several kinds of higher-dimensional“ instantons”were proposed, and these have been studied in
various contexts. Similary it is interesting topic that we study generalization of construction methods of instantons and Skyrmions
in higher dimensions. This paper treats mainly the higher-dimensional ADHM construction of self-dual type instantons and the
Atiyah-Manton construction of higher-dimensional Skyrmions.
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Introduction

This paper discuss about instantons and Skyrmions in higher dimensions. Particularly we attempt the systematic construction of
the instantons and the Skyrmions in dimensions higher than four.

The original instantons are defined as topological solitons of pure Yang-Mills theory defined in four-dimensional Euclidean
space. Yang-Mills theory is a gauge theory based on the compact, reductive Lie group, and is the basis of our understanding
of the Standard Model of particle pysics. This idea can date back to the attemption of unified with the general relativity and
electromagnetism by H. Weyl in 1918 [1]. The original Weyl idea is that “the physical laws is invariant under the change of
scale (or “gauge”) and have also a local symmetry of general relativity” (This is the original of the name “gauge theory”).
Unfortunately this original idea did not work well, but recently gauge theory can be regarded as the expansion of this idea to the
internal space. In 1954, C. N. Yang and R. Mills first introduced a non-abelian gauge theory as a model of the SU(2) symmetry
group on the isospin doublet of protons and neutrons [2]. As the same time, W. Pauli, A salam and R. Utiyama independently
introduced a non-abelian gauge theory respectively. Particularly the theory that was introduced by R. Utiyama was generalized
gauge theory including the other non-abelian gauge groups [3], and his theory also descript general relativity by the frame of
gauge theory. In 1961 S. L. Glashow discovered a way to unifine with the electromagnetic ans weak interactions [4]. In 1967
S. Weinberg [5] and A. Salam [6] incorporated the Higgs mechanism into Glashow’s model, giving it its modern form. This
electroweak unified theory is descripted by a SU(2)× U(1) gauge theory, is called as Glashow-Weinberg-Salam theory. The
strong interaction is described by a SU(3) gauge theory, and the SU(3)× SU(2)× U(1) gauge theory that direct combine this
SU(3) gauge theory and the electroweak unified theory is know as the standard model of particle physics. These three forces,
electromagnetic, weak and strong interactions, can be described by the gauge theories, thus we naturally consider that these
forces can be merged into one single force, namely a one larger gauge group. This attemption is called as a Grand Unifined
Theory (GUT), and various GUT models are proposed.

The Yang-Mills theory describe the interactions, hence the solutions to the Yang-Mills theory are important to understand
the behavior of the gauge bosons, namely the interactions. Instantons are one of the classical solutions to the Yang-Mills theory,
and are the solutions of the minumum action in the four-dimensional Euclidean space. The physical motivation for considering
four-dimensional Euclidean space is that in quantum field theory in (3+1)-dimensional Minkowski space-time one is led to
the computation of path integrals which need to be analytically continued in order to be well defined. The reason classical
solutions are important is that they dominate the path integral, and in particular the instanton solutions generate non-perturbative
quantum effects. The instantons are also topological solitons which are stable, particle-like objects, with finite energy and a
smooth structure. A salient feature of the instantons is that there is systematic construction of solutions, known as the ADHM
construction which is introduced by Atiyah, Drinfeld, Hitchin and Manin [7]. We usually need the solve partial differential
equations (PDEs) to obtain the instantons, but when using the ADHM construction then we suffice to only solve algebraic
equations instead of PDEs. The ADHM construction also reveals the Kähler quotient structure of the instanton moduli space and
provides the scheme to calculate the non-perturbative corrections in the path integral.

One of other topological solitons is known as Skyrmions. The Skyrmions are solutions to an (static) Skyrme model which
was proposed by T. Skyrme in 1962 [8]. Skyrme believed that the nucleons (protons and nuetrons) in a nucleus were moving in
a nonlinear, classical pion medium. This made him reconsider the pion interaction terms. Symmetry arguments led to a partic-
ular form of Lagrangian for the three-component pion field, coresponding to the spinless pions (π+, π−, π0), with a topological
structure which allowed a topologically stable soliton solution of the classical field equation, distinct from the vacuum. This
model is the Skyrme model, and this Lagrangian is essentially a one-parameter model of the nucleon. Fixing the parameter with
proton radius, and also gives all other low-energy properties, which appear to be correct to about 30% (which compared with
experiment values) [9]. It is this predictive power of the model that makes it so appealing as a model of the nucleon. Although
it is hard to generally solve the equation of motion of the Skyrme model, there are some methods to lead a good approximation
of the Skyrmions. One of this methods is an approach that using the holonomy of the instantons, known as an Atiyah-Manton
construction [10]. The Skyrmions from the instantons hold some moduli pamameters, thus it is advantageous for study the
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behaviour of the Skyrmions.
We sometimes consider extra dimensional models, for example the Kaluza-Klein theory, the brane world scenario, the M-

theory and others, to solve some modern physics problems. Hence it is natural that we consider the topological soliton in
higher dimensions. Indeed, several kinds of higher-dimensional “instantons” were proposed, and these have been studied in
various contexts. Similary it is interesting topic that we study generalization of construction methods of topological solitons in
higher dimensions. This paper treats mainly the higher-dimensional ADHM construction of self-dual type instantons and the
Atiyah-Manton construction of higher-dimensional Skyrmions.

This paper is organized the two parts, the first part is about the ADHM construction and instantons, the second part is about
the Atiyah-Manton construction and Skyrmions. These parts contain the two chapters respectively, the firsts are reviews in usual
four-dimensions, the seconds are discussion in higher dimensions. Contents of the each chapter are summarized at the beginning
of each chapter.



Part I

The ADHM constructions and instantons
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Chapter 1

In four dimensions

In this chapter, we give a review on the ADHM construction and the instantons in the usual four dimensions.
The instantons in four dimensions are defined as solutions to the (anti-)self-dual(ASD) equationF = ± ∗4 F. HereF is the

field strength 2-form of the gauge field with a gauge groupG and the symbol∗d is the Hodge dual operator ind-dimensional
Euclidean space. It is well known that instantons play important roles in the study of non-perturbative effects in gauge theories
[11, 12]. Through the Bianchi identity, instantons are solutions to the equation of motion in the four-dimensional pure Yang-
Mills theory. The instantons are, moreover, characterized by the homotopy groupπ3(G), therefore we can classify these by the
second Chern numberc2 =

1
8π2

∫
Tr[F ∧ F]. Of particular importance for the instantons is its systematic generation method

of solutions, known as the Atiyah-Drinfeld-Hitchin-Manin (ADHM) construction [7]. The ADHM construction algebraically
constructs whole the instantons in four dimensions, and the quaternion plays central roles on this algebraic side.

It is well known that the instantons are related to other lower dimensional solitons. For instance, a caloron is the soliton solu-
tion that we take a periodic direction in the instanton [13]. The dimensional reduction of the ASD equation to three dimensions
leads to the Bogomol’nyi equation, and the Bogomol’nyi-Prasad-Sommerfield (BPS) monopoles are defined as the solutions to
this equation [14]. In this paper, monopoles mean the BPS monopoles. There is the systematic construction, which is similar to
the ADHM construction, of the monopoles and the calorons. This construction is called the Nahm construction [15]. In three di-
mensions, there is an another soliton, known as Skyrmion, which is the solution of the static Skyrme model. The Atiyah-Manton
construction produces well-approximated solutions of the Skyrmions from the instantons [10]. An higher-dimensinal caloron
and an Atiyah-Manton construction are discussed in the below chapters.

The organization of this chapter in as follows. Section 1.1 is introduction of the Yang-Mills model and SU(2) instantons.
Section 1.2 is reviewed the ADHM construction of the instantons with U(2) gauge group.

1.1 Yang-Mills model and instanton in four dimensions

The action of the (pure-)Yang-Mills model is given by

S = −1
2

∫
Tr [F ∧ ∗4F] , (1.1)

whereF B 1
2! Fµνdxµ∧dxν is the field strength 2-form of the gauge field with a gauge groupG and∗4 is the Hodge dual operator

in four dimensions.Fµν is defined byFµν B ∂µAν − ∂νAµ + [Aµ,Aν], andAµ is the anti-Hermite gauge field (A†µ = −Aµ) which
takes value in a Lie algebraG. If we choose the Hermite gauge field (A†µ = Aµ) then the definition of field strength is replaced to
Fµν = ∂µAν − ∂νAµ − i[Aµ,Aν] and the action coefficient signature is replaced 1 instead of−1. The Lie algebraG is associated
with the non-Abelian gauge groupG and the greek indicesµ, ν, · · · = 1,2,3,4 are the four-dimensional time-space indices. The
Euler-Lagrange equation of (1.1) called as a Yang-Mills equation is

DµF
µν B ∂µF

µν + [Aµ, F
µν] = 0. (1.2)

In the case of Hermite gauge, we have to replace the anti-commutative term [Aµ, Fµν] to −i[Aµ, Fµν]. The Yang-Mills equation is
a nonlinear partial differential equation, thus it is a difficulty which we solve to the Yang-Mills equation analytically in general.
In more detail, when the basis manifold is Minkowski space-times then the Yang-Mills equation becomes the hyperbolic type
partial differential equation, and it is known that in mathematical sense the hyperbolic type differential equation is very difficult
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6 CHAPTER 1. IN FOUR DIMENSIONS

to solve. On the other hand, when the basis manifold is Euclidean space the Yang-Mills equation becomes the elliptic type
differential equation, and the elliptc type equation is slightly easy than the hyperbolic type equation.

Instanton is one of the solutions to the Yang-Mills equation (1.2) in the four-dimensional Euclidean spaceR4. We note that
we discuss the only Euclidean spaces in the following, so we ignore the position of space indices (i.e. upper indices are same
means as down indices). In Euclidean space, the Yang-Mills equation is elliptic type equation. Still, it is difficult to solve the
Yang-Mills equation because it is the second order partial differential equation. On the other hand, an ASD equation is first order
differential equation, thus we often solve it. The ASD equation is given by

Fµν = ± ∗4 Fµν, (1.3)

where∗4Fµν is the Hodge dual of the field strength which is defined by∗4Fµν =
1
2!εµνρσFρσ (⇐⇒ ∗4F = ∗4Fµνdxµ ∧ dxν). We

sometimes call this equation that is positive signature as the self-dual equation. On the other hand, this equation that is negative
signature as the anti-self-dual equation. Instantons are defined as the solutions to the ASD equation (1.3), and are solutions to
the Yang-Mills equation (1.2) through the bianchi identity:

Dµ ∗4 Fµν = 0, (1.4)

This equation is an identity equation, thus the solutions to the ASD equation (1.3) automatically satisfies the Yang-Mills equation
(1.2).

In particular importance, the instantons give the minimum action of the Yang-Mills model (1.1). The Bogomol’nyi comple-
tion of the Yang-Mills action is

S = −1
4

∫
Tr

[
(F ∓ ∗4F)2 ± 2F ∧ F

]
≥ ∓1

2

∫
Tr [F ∧ F] , (1.5)

where we have defined
(F ∓ ∗4F)2 = (F ∓ ∗4F) ∧ ∗4 (F ∓ ∗4F) . (1.6)

The Bogomol’nyi bound of the action (1.1) is saturated when the solutions satisfy the ASD equation (1.3). Then the action is
bounded from below byS = ∓ 1

2

∫
TrF ∧ F = ±4π2Q. HereQ is the second Chern number:

Q = − 1
8π2

∫
TrF ∧ F. (1.7)

Therefore the instantons are classified by the second Chern number and the Chern number is sometimes called as instanton
(topological) charge or instanton number. It is particularly importance that the homotopy of the gauge groupπ3(G) is associated
with the number of the instanton variety. For example, when the rank of the (special) unitary gauge groupN is one then the
homotopy group became trivial:π3(U(1)) = 0, hence the instanton (that is topological soliton) of U(1) gauge group does not
exist. We are intersted in instantons that are characterized by the instanton number, namely instanton becomes the topoligical
soliton, thus we consider the non-trivial homotopy group. The some examples of the non-trivial homotopy groups for classical
groups are

π3 (U(N)) = π3 (SU(N)) = Z, N ≥ 2, (1.8a)

π3 (SO(4)) = Z ⊕ Z. (1.8b)

In the case ofπ3(G) , 0, the second Chern number is integer and the instantons with the gaugeG are completely classified by
this integer number. The solution to self-dual equation is called as instanton and this instanton charge is positive. On the other
hand, the solution to anti-self-dual equation is called as anti-instanton and this instanton charge is negative. The instanton has
the property of the self-duality to the gauge field strengthF. Next we consider this property on the differential form.

In four-dimensional Euclidean space (which metric isds2 = δµνdxµdxν), the action of the Hodge dual operator with 2-from
is

∗4 (dxµ ∧ dxν) =
1
2
εµνρσdxρ ∧ dxσ. (1.9)

Therefore the operator that the Hodge dual operator acting twice is the identity operator1: ∗24 = 1. Hence the Hodge dual
operator is the automophism of the 2-form linear spaceΛ2(T∗xR

4). Now TxR
4 means the tangent space onx ∈ R andT∗xR

4 means
1Note that the Hodge dual operator is dependent on the space metric. For example, the twice Hodge dual:∗2 in the four-dimensional Minkowski space

(sig(− + ++)) becomes∗2 = −1, and in the four-dimensional hyperbolic space (sig(− − ++)) becomes∗2 = 1.
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the dual tangent space onx. For this reason and∗24 = 1, the 2-form linear spaceΛ2(T∗xR) is able to be direct sum denompose
with the eigenspace that the eigenvalue is±1:

Λ2(T∗xR
4) = Λ2

+(T
∗
xR

4) ⊕ Λ2
−(T

∗
xR

4). (1.10)

whereΛ2
±(T

∗
xR

4) B
{
ω ∈ Λ2(T∗xR

4) | ∗4 ω = ±ω
}
. Therefore the ASD equation means that the self-dual or anti-self-dual part

of the field strengthF ∈ Λ2(T∗xR
4) is vanished. In mathematically, this fact means that the gauge field can be written as the

framework of twistor theory. This framework was first introduced by Ward [16], who demonstrated that the twistor transform of
Penrose could be used to provide a correspondence between instantons and certain holomorphic vector bundles over the twistor
space. There are two alternative methods for constructing the appropriate bundles; the first involves obtaining the bundle as an
extension of line bundles and leads to the Atiyah-Ward construction [17], whereas the second is the method with using monads
known as the ADHM construction [7].

1.1.1 SU(2) instantons

In this subsection, we review some instantons with the SU(2) gauge group.
First of all, we introduce the ’t Hooft symbol which play central role in SU(2) instantons:

η(+)
µν = e†µeν − e†νeµ, η(−)

µν = eµe
†
ν − eνe

†
µ, (1.11)

whereei ,e
†
i are defined by

eµ = δµ412 − iδµiσi , e†µ = δµ412 + iδµiσi . (1.12)

Here i = 1,2,3 andσi are the Pauli matrices. The most important property of the ’t Hooft symbol is that it satisfies the ASD
relation:

η(±)
µν = ±

1
2!
εµνρση

(±)
ρσ . (1.13)

The parameters that are included in the instantons are called the muduli parameters, and the number of these parameters
depend the instanton number and the gauge group. The dimension of the instanton moduli space, namely max moduli number,
is calculated by using the result of the Atiyah-Singer index theorem [18, 19]. In SU(2) (or U(2)) gauge group, the full instanton
moduli number is 8k− 3.

BPST instanton

The Belavin-Polyakov-Schwartz-Tyupkin(BPST) instanton [11] is most simplify instanton. The gauge field of the BPST instan-
ton is given by

Aµ = −
1
2

x̃ν

λ2 + ∥x̃∥2η
(±)
µν , (1.14)

where we have defined ˜xµ B xµ −aµ, aµ ∈ R is the position of the instanton,λ ∈ R is the instanton size and∥x̃∥2 = (xµ −aµ)(xµ −
aµ). This field strength is evaluated to

Fµν =
λ2(

λ2 + ∥x̃∥2)2
η(±)
µν . (1.15)

For (1.13), the BPST instanton’s field strength is manifestly satisfies the ASD equation (1.3).
The topological charge, namely the second Chern number (1.7) is rewritten as

Q = − 1
8π2

∫
TrF ∧ F = − 1

8π2

∫
d4xTr

(1
2

)2

εµνρσFµνFρσ

 , (1.16)

thus the topological charge of the BPST instanton becomes

Q = − 1
8π2

1
4

∫
d4x

(
λ2

(λ2 + ∥x̃∥2)2

)2

Tr
[
εµνρση

(±)
µν η

(±)
ρσ

]
= ± 1

8π2

1
4
π2

6
4 · 4! · 2 = ±1, (1.17)

where we useεµνρση
(±)
µν η

(±)
ρσ = ∓4 · 4!12.

The BPST instanton has four space coordinate moduli parametersaµ and one size moduli parameterλ, thus the moduli
parameters of the BPST instanton total to five. This number is same as 1-instanton full moduli parameter (8− 3 = 5), hence
1-instanton is whole representation by the BPST instanton.
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’t Hooft and JNR k-instanton

When we consider a multi-instantons we usually use the following ansatz:

Aµ =
1
4
η(∓)
µν ∂ν ln ρ(x). (1.18)

This ansatz is callled as the Corrigan-Fairlie-’t Hooft-Wilczek(CFtHW) ansatz. Substituting this ansatz into the ASD equation
lead to the four-dimensional Laplace equation:

∂µ∂µρ(x) = 0. (1.19)

There are two types of the well-known multi-instanton solutions to this equation, known as ’t Hooft instantons [12] and Jackiw-
Nohl-Rebbi(JNR) instantons [20].

The ’t Hooftk-instanton is

ρ(x) = 1+
k∑

m=1

λ2
m

∥x̃m∥2
, (1.20)

where x̃µm B xµ − aµn and∥x̃m∥2 = x̃µmx̃µm. The moduli parameters of the ’t Hooft instantons have the simple physical meaning:
λm ∈ R denotes each instanton size andaµm ∈ R denotes each instanton position. Note that the ’t Hooft one-instanton is singular
at the instanton position:

Asingular
µ =

1
4
η(∓)
µν ∂ν ln

(
1+

λ2

∥x̃∥2

)
, (1.21)

while the BPST instanton (1.14) discussed in the previous subsubsection is non-singular. These solution are connected by the
following singular gauge transformation:

Anon−singular
µ = g1Asingular

µ g−1
1 + g1∂µg

−1
1 , g1 =

−x̃√
∥x̃∥2

, (1.22)

wherex̃B (xµ − aµ)eµ.
The JNRk-instanton which is another solution to (1.19) is

ρ(x) =
k∑

m=0

λ2
m

∥x̃m∥2
. (1.23)

The moduli parameters of the JNR instantons do not have the simple physical meaning.

1.2 The ADHM construction in four dimensions

In this section, we give a brief review on the ADHM construction of instantons in four dimensions. We consider of the gauge
group U(2).

The four-dimensional Weyl operator∆(4) is defined by

∆(4) = C(x⊗ 1k) + D, (1.24)

whereC andD are quaternionic (k + 1) × k matrices,k is the instanton charge andx = xµeµ. Herexµ (µ = 1,2,3,4) is the
Cartesian coordinate of the four-dimensional Euclid space,eµ = (−iσi ,12) is the basis of the quaternion andσi are the Pauli
matrices. The Weyl operator∆(4) is assumed to satisfy the ADHM constraint:

∆
†
(4)∆(4) = 12 ⊗ Ek, (1.25)

where∆†(4) is the quaternionic conjugate of∆(4) andEk is an invertiblek× k matrix.
In order to construct the instanton solution for the gauge fieldAµ(x), it is necessary to find a quaternionic (k + 1) column

vectorV(x) obeying the Weyl equation:
∆
†
(4)V(x) = 0, (1.26)

whereV(x) is the zero-mode normalized asV†(x)V(x) = 12. The gauge fieldAµ(x) of instantons is given by

Aµ(x) = V†(x)∂µV(x). (1.27)
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Using the expression (1.27), the field strength is calculated such as

Fµν = ∂µV
†
(
12+2k − VV†

)
∂νV − (µ↔ ν). (1.28)

Now use the completeness relation:
12+2k − VV† = ∆(4)(∆

†
(4)∆(4))

−1∆
†
(4), (1.29)

then (1.28) is rewritten as

Fµν = V†C(eµ ⊗ 1k)(∆
†
(4)∆(4))

−1(e†ν ⊗ 1k)C
†V − (µ↔ ν)

= V†C(∆†(4)∆(4))
−1

(
η(−)
µν ⊗ 1k

)
C†V, (1.30)

where we have used the ADHM constraint (1.25). Now we recall that the ’t Hooft symbolη(−)
µν satisfies the anti-self-dual relation

(1.13). Therefore the field strengthFµν associated with the solution (1.27) automatically satisfies the ASD equationF = ± ∗4 F.
For the above discussion, we find that a key point of the ADHM construction is that the ’t Hooft symbolη(±)

µν which is
constructed from the basiseµ satisfies the ASD relation. Therefore if we formulate the ADHM construction of instantons in
higher dimensions then we need to find the basis that satisfies the ASD relation in higher dimensions.

Let us analyze the ADHM constraint in more detatil. For (1.24), the ADHM constraint (1.25) becomes

(x† ⊗ 1k)C
†C(x⊗ 1k) + (x† ⊗ 1k)C

†D + D†C(x⊗ 1k) + D†D = 12 ⊗ Ek(x). (1.31)

Since the ADHM constraint hold for allx ∈ R4, this constraint must be satisfied by the each order term ofx.

∀x ∈ R4, ∆†(4)(x)∆(4)(x) = 12 ⊗ Ek(x) ⇐⇒ ∀x ∈ R4,


(x† ⊗ 1k)C†C(x⊗ 1k) = 12 ⊗ E(1)

k (x2),

(x† ⊗ 1k)C†D + D†C(x⊗ 1k) = 12 ⊗ 2E(2)
k (x),

D†D = 12 ⊗ E(3)
k .

(1.32)

First, we consider the case of the second order termx2:
∀x ∈ R4, (x† ⊗ 1k)C

†C(x⊗ 1k) = 12 ⊗ E(1)
k (x2) ⇐⇒ ∀xµ, xν ∈ R, xµxν(e†µ ⊗ 1k)C

†C(eν ⊗ 1k) = αx212 ⊗ Ẽ(1)
k

⇐⇒ (e†µ ⊗ 1k)C
†C(eν ⊗ 1k) =

(
αδµν12 + Bµν

)
⊗ Ẽ(1)

k , (1.33)

whereBµν is an arbitrary anti-symmetric tensorBµν = −Bνµ andα ∈ C. What in the form ofC†C that satisfy (1.33)? We give
this answer in the following lemma.

Lemma 1.2.1.
(e†µ ⊗ 1k)C

†C(eν ⊗ 1k) =
(
αδµν1M + Bµν

)
⊗ Ẽ(1)

k ⇐⇒ C†C = 12 ⊗ Ẽ(1)
k . (1.34)

Proof. ⇐).
Suppose thatC†C = 12 ⊗ Ẽ(1)

k , then

(e†µ ⊗ 1k)12 ⊗ Ẽ(1)
k (eµ ⊗ 1k) = e†µeν ⊗ Ẽ(1)

k =
(
δµν12 + η

(+)
µν /2

)
⊗ Ẽ(1)

k . (1.35)

Recall thatη(+)
µν is the anti-symmetric tensor by the definition (1.11), hence this assertion has proven.

⇒).
Since the r.h.s. is written by the tensor product, the l.h.s. also have to decompose into the tensor product:C†C = X2 ⊗ Yk.
Now X is 2× 2-matrix andYk is k× k-matrix. Hence the l.h.s. on the tensor product becomes

e†µX2eν ∝ αδµν12 + Bµν. (1.36)

For the assumptionBµν = −Bνµ, we havee†νX2eµ ∝ αδνµ12 + Aνµ = αδµν12 − Bµν. Therefore we obtain the following relation:

e†µX2eν + e†νX2eµ ∝ δµν12. (1.37)

Now we recall thate†µeν + e†νeµ = 2δµν12, thusX2 = β12 (β ∈ C). Therefore

C†C = 12 ⊗ Ỹk, (1.38)

whereỸk B βYk. Substitute this result into the l.h.s. of the right equation in (1.34), and we obtainỸk = Ẽ(1)
k . Q.E.D.
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Next we consider the case of the first order termx1.

∀x ∈ R4, (x† ⊗ 1k)C
†D + D†C(x⊗ 1k) = 12 ⊗ 2E(2)

k (x)

⇐⇒ ∀xµ ∈ R, xµ
(
(e†µ ⊗ 1k)C

†D + D†C(eµ ⊗ 1k)
)
= xµ12 ⊗ 2Ẽ(2)

k,µ

⇐⇒ (e†µ ⊗ 1k)C
†D + D†C(eµ ⊗ 1k) = 12 ⊗ 2Ẽ(2)

k,µ, (1.39)

where we definẽE(2)
k,µ by E(2)

k (x) = xµẼ(2)
k,µ. The conditiont thatC†D satisfies (1.39) is given by the following lemma.

Lemma 1.2.2. Let Yµ be k× k Hermite matrix, then

(e†µ ⊗ 1k)C
†D + D†C(eµ ⊗ 1k) = 12 ⊗ 2Ẽ(2)

k,µ ⇐⇒ C†D = eµ ⊗ Yµ, (1.40)

where Yµ = δµνẼ(2)
k,ν.

Proof. ⇐).
It can be easily shown by substituting the r.h.s. equation in (1.40) into the l.h.s. equation.

(e†µ ⊗ 1k)(eν ⊗ Yν) + (e†ν ⊗ Y† ν))(eµ ⊗ 1k) = e†µeν ⊗ Yν + e†νeµ ⊗ Y† ν =
(
e†µeν + e†νeµ

)
⊗ Yν = 2δµν12 ⊗ Yν. (1.41)

⇒).
Because of the same reason for the proof of lemma 1.2.2,C†D have to decompose to 2× 2-matrix X andk × k-matrix Y:
C†D = X ⊗ Y. Now Y is arbitrary complex matrixY ∈ GL(k;C), thusY is classified to any of the Hermite, anti-Hermite, or
non-Hermite. We consider the each case ofY in the following.

First, letY be non-Hermite then

(e†µ ⊗ 1k)X ⊗ Y+ X† ⊗ Y†(eµ ⊗ 1k) = e†µX ⊗ Y+ X†eµ ⊗ Y†. (1.42)

This result accords with12⊗ Ẽ(2)
k,µ if and only if the cases ofX = 0 orY = 0, however this assumption is not suitable. Therefore

we reject the assumption thatY is non-Hermite.
Next, letY be Hermite then

(e†µ ⊗ 1k)X ⊗ Y+ X† ⊗ Y†(eµ ⊗ 1k) = e†µX ⊗ Y+ X†eµ ⊗ Y = (e†µX + X†eµ) ⊗ Y. (1.43)

This result accords with12 ⊗ Ẽ(2)
k,µ if and only if X = eν, Y = Yν.

Finally, letY be anti-Hermite then

(e†µ ⊗ 1k)X ⊗ Y+ X† ⊗ Y†(eµ ⊗ 1k) = e†µX ⊗ Y− X†eµ ⊗ Y = (e†µX − X†eµ) ⊗ Y (1.44)

This result accords with12 ⊗ Ẽ(2)
k,µ if and only if X = ieν, Y = Yν. Now, we replace the imaginary unit onX for onY (ieν 7→ eν

andYν 7→ iYν), then anti-Hermite case is essentially same as the Hermite case.
Therefore we have the result thatC†D = eµ ⊗ Yµ andYν is Hermite. Finally, compare this result with the l.h.s. equation,

and we obtainYµ = δµνẼ(2)
k,ν. Q.E.D.

Finally, we consider the case of the zero order termx0, but this is most simplify form already.
Therefore we decompose the ADHM constraint (1.25) to threex-independent conditions:

C†C = 12 ⊗ Ẽ(1)
k , (1.45a)

C†D = eµ ⊗ Ẽ(2)
k,µ, (1.45b)

D†D = 12 ⊗ Ẽ(3)
l , (1.45c)

whereẼ(2)
k,µ is a Hermite matrix andE(1)

k = x2Ẽ(1)
k + 2xµẼ(2)

k,µ + E(3)
k .
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It is well-known that the ADHM data is more simplified by using the gauge freedom on ADHM data without loss of generality
[21]. The ADHM constraint (1.25), the Weyl equation (1.26), and the zero-mode nomarizationV†V = 12 are invariant under the
following transformation:

C 7→ C′ = UCR, D 7→ UDR, V 7→ V′ = UV, (1.46)

whereU ∈ U(2+ 2k) andR = 12 ⊗ Rk ∈ 12 ⊗GL(k;C). Using this U(2+ 2k) ×GL(k;C) transformation, we can fix the ADHM
data to the so-called the canonical form:

C =

(
0[2]×[2k]

12k

)
[2+2k]×[2k]

, D =

(
S[2]×[2k]

T[2k]×[2k]

)
. (1.47)

Here the matrix subscript [a]×[b] means the matrix size, and the symbolS[2]×[2k] stands for
(
S1 [2]×[k] S2[2]×[k]

)
. In the canonical

form, the informations of the all ADHM data are included in the matricesS and T. Let us now rewrite thex-independent
condition for the ADHM constraint (1.45) in the canonical form. In this case,C†C = 12k = 12 ⊗ 1k, thus the condition (1.45a)
is automatically satisfied. The condition (1.45b) means that the matrixC†D is written witheµ. In the canonical form,C†D = T
thus (1.45b) becomes

T = eµ ⊗ Tµ, (1.48)

whereTµ is ak× k Hermite matrix. The condition (1.45c) is rewritten as

S†S + T†T = 12 ⊗ E(3)
k . (1.49)

S†S is decomposed witheµ:

S†S =

(
S†1S1 S†1S2

S†2S1 S†2S2

)
C eµ ⊗ Iµ =

(
I4 − iI 3 −I2 − iI 1

I2 − I1 I4 + iI 3

)
, (1.50)

where we definedIµ as

I1 B
i
2

(S†2S1 + S†1S1), I2 B
1
2

(S†2S1 − S†1S2),

I3 B
i
2

(S†1S1 − S†2S2), I4 B
1
2

(S†1S1 + S†2S2). (1.51)

Now we recall thateµ B δ4µ12 − iδµiσi andσiσ j = iεi jkσk, (1.49) becomes

S†S + T†T = 12 ⊗ I4 − iσi ⊗ I i + 12 ⊗ TµTµ + iσi ⊗
(
1
2
εi jk [T j ,Tk] + [T i ,T4]

)
= 12 ⊗ E(3)

k

⇐⇒ iσi ⊗
(
1
2
εi jk [T j ,Tk] + [T i ,T4] − I i

)
+ 12 ⊗ (TµTµ + I4) = 12 ⊗ E(3)

k

⇐⇒ 1
2
εi jk [T j ,Tk] + [T i ,T4] − I i = 0. (1.52)

This equation is usually called the ADHM equation. Therefore the ADHM constraint in the canonical form becomes the sim-
plified equation (1.52) and the condition of ADHM data (1.48). Note that there are residual symmetries that leave the canonical
form (1.47) invariant. The transformations are given by

Sα 7→ S′α = QSαR, Tµ 7→ T′µ = R†TµR, (1.53)

where the indexα = 1,2, Q ∈ SU(2) andR ∈ U(k). We sometimes call this residual symmetry as the gauge freedom of the
ADHM data.

The transformation of the zero mode that preserves the normalization conditionV†V = 12 is given by

V(x) 7→ V(x)g(x), g(x) ∈ U(2). (1.54)

Note that this transformation is independent of the transformation (1.46). This zero mode transformation leads to a gauge field
transformation through (1.27). Indeed the gauge field is transformed into

Aµ 7→ g−1(x)Aµg(x) + g−1(x)∂µg(x). (1.55)
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This transformation is same as the ordinary gauge transformation. Therefore the instantons that are produced from the ADHM
construction possess the unitary goup U(2). Hence, we note that the ADHM construction does not impose the speciality condition
on the gauge group in general, namely the gauge group is not the special unitary group SU(2). We can decompose the group U(2)
into the special group SU(2) part and U(1) part: U(2)= SU(2)⋉ U(1). Here the symbol⋉ means the semidirect product of the
group. Therefore we usually must fix the element U(1) by hand when we consider SU(2) instanton in the ADHM construction.

There is a useful formula, known as the Osborn’s formula, to calculate the action density from the ADHM data. The Osborn’s
formula [22, 23] is

TrFµνF
µν = −∂2∂2 ln detE−1

k . (1.56)

It can be easily shown that the indexk denotes instanton number with using this formula. Using ASD equation andE−1
k (∞) =

x−21k,

Q = − 1
8π2

1
2

∫
d4x Tr

[
FµνF

µν
]
=

1
16π2

∫
d4x ∂2∂2 ln detE−1

k

=
1

16π2

∫
dSµx∂µ∂

2Trk ln E−1
k =

8
16π2

∫
dΩ3Trk1k = k. (1.57)

Here
∫

dΩ3 means the three-dimensional spherical integration.

1.2.1 Some ADHM data with U(2)

In U(2) gauge group, various ADHM data have been constructed in previous studies. In this subsection, we show some well
known ADHM data with U(2) gauge group.

BPST instanton

In thek = 1, the ADHM data in the canonical form is the simplest one:

C =

(
0
12

)
, D =

(
λ12

−aµeµ

)
, (1.58)

whereλ ∈ R is the size modulus andaµ ∈ R is the position modulus of the instanton. The solution to the Weyl equation (1.26) is

V =
1
√
ρ

(
x̃†

−λ12

)
, (1.59)

wherex̃† = (xµ − aµ)e†µ andρ = λ2 + ∥x̃∥2. We easily confirm that this ADHM data reproduce the BPST instanton gauge field
(1.14) by using (1.27).

’t Hooft k-instanton

The ’t Hooft ADHM data [7] is given by

Tµ = diagk
p=1(−aµp), S = 12 ⊗

(
λ1 λ2 . . . λk

)
, (1.60)

with aµp ∈ R is the instanton position andλp ∈ R is the instanton size moduli respectively. The solution to the Weyl equation that
is associated with (1.60) is

V =
1
√
ϕ

 −12

eµ ⊗ diagk
p=1

(
x̃µp
∥x̃p∥2 S†

)
,

 (1.61)

whereϕ B 1+
∑k

p=1
λ2

p

∥x̃p∥2 , x̃µp B xµ − aµp and∥x̃p∥2 B x̃µpx̃µp (p is not summed).



1.2. THE ADHM CONSTRUCTION IN FOUR DIMENSIONS 13

JNR k-instanton

The JNR ADHM data [24] is

∆(4) =

(
12 ⊗ Λ
12 ⊗ 1k

)
· x⊗ 1k +

(
−a0 ⊗ Λ

diagk
p=1(−ap)

)
=

(
x̃0 ⊗ Λ

X̃

)
= eµ ⊗

(
x̃µ0Λ

diagk
p=1(x̃µp)

)
, (1.62)

whereΛ =
(
λ1/λ0 . . . λk/λ0

)
, x̃p = (xµ − aµp)eµ, ap B aµpeµ, andX̃ = diagk

p=1(x̃p). Hereλp ∈ R andaµp ∈ R are moduli
paremeters. The JNR ADHM data is not in the canonical form and contain more moduli parameters than the ’t Hooft one. The
latter is obtained from the former by the limita0 → ∞ andλ → ∞ with fixed a0/λ = 1, thus, in this sentence, the JNR ADHM
data is a generalization of the ’t Hooft ADHM data. The solution to the Weyl equation is

V =
1
√
ϕ

 −12

diagk
p=1

(
x̃p

∥x̃p∥2 · x̃
†
0 ⊗ tΛ

)
,

 (1.63)

whereϕ B 1+ ∥x̃0∥2
λ2

0

∑k
p=1

(
λ2

p

∥x̃p∥2

)
.





Chapter 2

In 4n dimensions (n ≥ 2)

In this chapter, let us consider higher-dimensional instantons and an ADHM construction of these instantons. The discussion of
this chapter is based on [25, 26].

Naturally, we consider generalization of the four-dimensional instantons by generalizing the ASD equation to higher dimen-
sions. There are several kinds of “instantons” in higher dimensions, and these have been studied in various contexts. One of the
main types of instantons is sometimes called a secular type instanton [27, 28]. The secular type instantons are the solutions to the
linear equationFµν = λTµνρσFρσ, λ , 0, (µ, ν, ρ, σ = 1, . . . , d). Hered > 4 and the symbolTµνρσ is an anti-symmetric constant
tensor that respects subgroups of the SO(d) Lorentz group. However, the Chern numbers that are associated with the secular
type instantons are not finite and quantized in general. In this sense, the secular type instantons are not topological solitons. An
ADHM construction of the secular type instantons in 4n (n = 1,2,3, . . . ) dimensions has been studied in [29].

On the other hand, we can consider the another type equation which is the straightforward generalization of the four-
dimensional ASD equation:F(n) = ± ∗4n F(n). HereF(n) is thenth wedge products of the field strength 2-formF. This
equation is called the 4n-dimensional ASD equation and solutions to this equation are called ASD instantons. One of the most
important characters of the ASD instantons is that these topological charges, which are defined by the 2n-th Chern number
c2n =

1
(2n)!(2π)2n

∫
TrF(2n), are finite and quantized when the homotopy group is non-trivial:π4n−1(G) , 0. This type instanton

was firstly studied by Tchrakian [30],1 and he constructed a spherical symmetry SO(4n) instanton in 4n dimensions which was
generalization of the four-dimensional Belavin-Polyakov-Schwartz-Tyupkin(BPST) instanton. Furthermore, in 4n dimensions,
an axially symmetric SO(4n) one-instanton was presented explicitly in [32]. This instanton is the analogy of the axially symmet-
ric Witten solution in four dimensions. The existence of axially symmetric SO(4n) multi-instantons has been proved analytically
in [33, 34]. However, in 4n (n ≥ 2) dimensions, a SO(4n) instanton of which symmetry less than axially symmetry does not exist
[35]. For this reason, we propose the following question. Can we construct higher-dimensional instantons of which other gauge
groups and symmetries? We will consider an approach of a higher-dimensional ADHM construction to elucidate this question.
In this paper, we treat only the case of which the base manifold is Euclidean spaceR4n. Note that there are the ASD instantons
on other base manifolds also, for instance, the case of complex projective spaceCPm was discussed in [36].

In this chapter, we mainly consider an ADHM construction of the 4n-dimensional (n ≥ 2) ASD instantons with the unitary
gauge group U(N). The first non-trivial case (n = 2), the eight-dimensional ADHM construction, has been studied in [25]. The
4n-dimensional ADHM construction is generalization of the eight-dimensional one. We will show that this is a general scheme to
construct the ASD instantons and the known one-instantons in 4n dimensions can be reproduced from this scheme2. Moreover,
we will discuss higher-dimensional multi-instantons by introducing specific ADHM data which solve ADHM constraints, and
we mention calorons and the monopole limit in higher dimensions.

The organization of this chapter in as follows. Section 2.1 is about an ASD type instantons in 4n dimensions. In this section,
we introduce a generalized Yang-Mills action which leads the 4n-dimensional ASD equation and a 4n-dimensional BPST one
instanton. Moreover we discuss a generalization of the ’t Hooft symbol in four dimensions, called as the 4n-dimensional ASD
tensor which plays central rules of the following discussions. Section 2.2 is discussed an 4n-dimensional ADHM construction of
ASD instantons with U(N) gauge group. We find that, in higher dimensions, there are two type ADHM constraints on the ADHM
data. The one is straightforward generalization of the four-dimensionnal one, while the another, essentially a new constraint type,
comes from the non-linearity of the higher dimensional ASD equations. Section 2.3 is about higher-dimensional ADHM data
with U(22n−1) gauge group. We consider the generalization of the four-dimensional ADHM data, namely an BPST type, a ’t

1The special case ofn = 2 was studied independently in [31].
2Note that the gauge group of this reproduced one-instanton expand to the unitary group U(22n−1).

15
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Hooft type and a JNR type data. However we show that these multi-instanton ADHM data are well-defined only if we assume
that the each single-instanton well-separated. In section 2.4, we show some calculations in more detail. Subsection 2.4.1 is
about the difference of the formulations about the Hermite or anti-Hermite gauge in higher dimensions. Subsection 2.4.2 is
about the higher-dimensional ASD tensor. In this subsection, we prove some properties, which is used in this paper, of the ASD
tensor. In subsection 2.4.3, we prove the existence of the inverse matrix ofE(a)

k which is appeared in the section 2.2. Subsection
2.4.4. is detailed calculation that leads an approximate charge density of ’t Hooftk = 2,3 instantons. Section 2.5 is about
the Clifford algebra and the 4n-dimensional ASD tensor. The 4n-dimensional ASD tensor which is introduced in section 2.1
is constructed from the Clifford algebra. In this section, we discuss the properties of the Clifford algebra and give the explicit
matrix representations of the Clifford algebra namely the ASD tensor. Section 2.6 is discussed about the properties of a higher-
dimensional ADHM equations, and we explicitly lead a eight-dimensional ADHM equations with U(8) gauge group. Section
2.7 is about calorons, sometimes called as periodic instantons , in higher dimensions. It is known that the Harrington-Shepard
caloron in four dimensions is leaded by the ’t Hooft multi-instantons that are periodic in one of the four coordinates. We consider
the same method to apply in higher dimensions.

2.1 (Anti-)self-dual instantons in4n dimensions

In this section, we study ASD instantons in 4n-dimensional Euclidean space with the flat metric. The 4n-dimensional ASD
equation is defined as the generalization of the usual four-dimensional ASD equation (1.3):

F(n) = ± ∗4n F(n), (2.1)

where∗4n is the 4n-dimensional Hodge dual operator,F(n) = F ∧ · · · ∧ F (n times) andF = 1
2! Fµνdxµ ∧ dxν is the gauge

field strength 2-form of which component is defined byFµν = ∂µAν − ∂νAµ + [Aµ,Aν]. HereAµ is the anti-Hermite gauge field
(A†µ = −Aµ) which takes value in a Lie algebraG. The Lie algebraG is associated with the non-Abelian gauge groupG and
the greek indicesµ, ν, · · · = 1,2, . . . , 4n are the 4n-dimensional Euclidean space indices. The component expression of the ASD
equation (2.1) is

F[µ1µ2 . . . Fµ2n−1µ2n] = ±
1

(2n)!
εµ1µ2...µ2n−1µ2nν1ν2...ν2n−1ν2nFν1ν2 . . . Fν2n−1ν2n, (2.2)

where εµ1µ2...µ2n−1µ2nν1ν2...ν2n−1ν2n is the anti-symmetric tensor in 4n dimensions and the bracket [µ1µ2 . . . µ2n] means the anti-
symmetrization of indices with the weight 1/(2n)!. The 4n-dimensional ASD instantons are defined as the solutions to the
4n-dimensional ASD equations (2.2). As in four dimensions, the square of the 4n-dimensional Hodge dual operator on Eu-
clidean space becomes the identity operator:∗24n = 1. Hence the 2n-form linear dual tangent spaceΛ2n(T∗xR

4n) is able to
decompose with the eigenspace that the eigenvalue is±1:

Λ2n(T∗xR
4n) = Λ2n

+ (T∗xR
4n) ⊕ Λ2n

− (T∗xR
4n). (2.3)

where we have definedΛ2n
± (T∗xR

4n) B
{
ω ∈ Λ2n(T∗xR

4n) | ∗4n ω = ±ω
}
. Therefore we can always classify the 2n-form as the self

dual or the anti-self dual. This fact guarantees that the 4n-dimensional instantons are able to be classified as self dual instantons
or anti-self dual instantons.

The action that gives the 4n-dimensional ASD equation (2.1) is given by

S = (−1)nNn

∫
Tr [F(n) ∧ ∗4nF(n)] . (2.4)

We call this action as the generalized Yang-Mills action. HereNn is the normalization constant in 4n dimensions which will be
determined on the last in this section. If we choose the Hermite gauge field (A†µ = Aµ) then the action coefficient signature is
replaced 1 instead of (−1)n (see subsection 2.4.1). We easily show that the Bogomol’nyi completion of the action is

S = (−1)n
Nn

2

∫
Tr

[
(F(n) ∓ ∗4nF(n))2 ± 2F(2n)

]
≥ ±(−1)nNn

∫
TrF(2n), (2.5)

where we have defined
(F(n) ∓ ∗4nF(n))2 = (F(n) ∓ ∗4nF(n)) ∧ ∗4n (F(n) ∓ ∗4nF(n)) . (2.6)

Therefore the Bogomol’nyi bound of the action (2.4) is saturated when the solutions satisfy the 4n-dimensional ASD equation
(2.1), and then the action is bounded from below by the 2n-th Chern numberS = ±(−1)nNn

∫
TrF(2n).
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The 4n-dimensional Belavin-Polyakov-Schwartz-Tyupkin(BPST) type instanton was discussed in [30, 31, 37]. We review
this type instanton in the following. The gauge field of the BPST type instanton is

Aµ(x) = −1
2

x̃ν

λ2 + ∥x̃∥2Σ
(±)
µν , (2.7)

where we have defined ˜xµ = xµ−aµ, aµ ∈ R is the position of the instanton,λ ∈ R is the instanton size and∥x̃∥2 = (xµ−aµ)(xµ−aµ).
The symbolΣ(±)

µν is a 4n-dimensional ASD tensor, and this is an analogy of the ’t Hooft symbol in four dimensions.
The ASD tensor in 4n dimensions is given by

Σ(+)
µν = e†µeν − e†νeµ, Σ

(−)
µν = eµe

†
ν − eνe

†
µ, (2.8)

with ei , e
†
i , which we call the ASD basis in 4n dimensions, are defined by

eµ = δµ#122n−1 + δµiΓ
(−)
i , e†µ = δµ#122n−1 + δµiΓ

(+)
i , (i = 1, . . . ,4n− 1, # = 4n), (2.9)

whereΓ(±)
i are 22n−1 × 22n−1 matrices that satisfy the relation{Γ(±)

i ,Γ(±)
j } = −2δi j 122n−1, and122n−1 is the identity matrix. The

elementΓ(±)
i is defined byΓ(±)

i = 1
2(1 ± ω)Γi and we chooseΓ(±)

i that satisfies the relation:Γ(+)
i = −Γ(−)

i . HereΓi is the matrix
representation of the (4n − 1)-dimensional complex Clifford algebra:Γi ∈ Cℓ4n−1(C), andω is the chirality element which is
defined by

ω = (−1)n+1Γ1Γ2 . . .Γ4n−1. (2.10)

The explicit matrix representation of the (4n − 1)-dimensional complex Clifford algebras can be found in subsection 2.5. The
ASD basiseµ is the generalization of the quaternion basis in four dimensions and is normalized as Tr

[
eµe
†
ν

]
= 22n−1δµν. The

relation of convenient for calculations is

eµe
†
ν + eνe

†
µ = e†µeν + e†νeµ = 2δµν122n−1. (2.11)

The ASD tensorΣ(±)
µν satisfies the 4n-dimensional ASD relation:

Σ
(±)
[µ1µ2

. . .Σ(±)
µ2n−1µ2n] = ±

1
(2n)!

εµ1µ2...µ2n−1µ2nν1ν2...ν2n−1ν2nΣ
(±)
ν1ν2

. . .Σ(±)
ν2n−1ν2n

, (2.12)

where the upper script sign ofΣ(±)
µν corresponds to the sign in the r.h.s. of (2.12). For later convenience, we calculate the following

quantities:

Σ(±)
µ1µ2

. . .Σ(±)
µ4n−1µ4n

= εµ1µ2...µ4n−1µ4nΣ
(±)
12 . . .Σ

(±)
(4n−1)(4n) = ±(−1)n22nεµ1µ2...µ4n−1µ4n122n−1. (2.13)

These results are proved at subsubsection 2.4.2 in p.30.
The field strengthFµν of the BPST type instantons is evaluated to be

Fµν =
λ2

(λ2 + ∥x̃∥2)2
Σ(±)
µν . (2.14)

Then the field strength (2.14) manifestly satisfies the 4n-dimensional ASD equation (2.2) by using (2.12). The ASD tensorΣ
(±)
µν

satisfies the commutation relation:[
Σ(±)
µν ,Σ

(±)
ρσ

]
= 4

(
δνρΣ

(±)
µσ − δνσΣ(±)

µρ + δµρΣ
(±)
σν − δµσΣ(±)

ρν

)
. (2.15)

Hence, we find thatΣ(±)
µν is the spinor-representation of the SO(4n) Lie algebra. Therefore the gauge group of the 4n-dimensional

BPST type instanton is the special orthogonal group SO(4n) and its homotopy group isπ4n−1(SO(4n)) = Z ⊕ Z. Note that it is
sufficient that the homotopy group contains at least oneZ factor to classify instantons by the integer topological charge.

Next, we determine the normalization constantNn. This is defined by the condition that the topological charge of the BPST
instanton (2.14) becomes one. The topological chargeQ of the 4n-dimensional instantons is defined by the 2n-th Chern number:

Q = (−1)nNn

∫
R4n

TrF(2n) = (−1)nNn

∫
R4n

d4nxTr

(1
2

)2n

εµ1µ2...µ4n−1µ4nFµ1µ2 . . . Fµ4n−1µ4n

 . (2.16)



18 CHAPTER 2. IN4N DIMENSIONS (N ≥ 2)

We easily calculate the topological charge of the BPST type instantons (2.14) by using (2.13). The result is

Q = (−1)nNn
1

22n

∫
R4n

d4nx

(
λ2

(λ2 + ∥x̃∥2)2

)2n

Tr
[
εµ1µ2...µ4n−1µ4nΣ

(±)
µ1µ2

. . .Σ(±)
µ4n−1µ4n

]
= Nn

∫
R4n

d4nx

(
λ2

(λ2 + ∥x̃∥2)2

)2n

· ±(4n)!22n−1

= ±(4n)!22n−1Nn

∫
S4n−1

dΩ4n−1

∫ ∞

0
dr

(
1

(1+ r2)2

)2n

= ±22n(4n)!nπ2n

Γ(2n+ 1)
B(2n,2n)Nn = ±(2n)!(2π)2nNn, (2.17)

whereB(2n,2n) is the beta function and we have used the following relations:∫
Sm−1

dΩm−1 =
mπm/2

Γ
(

m
2 + 1

) rm−1, (2.18a)

∫ ∞

0
dr

r4n−1(
1+ r2

)4n
=

∫ π/2

0
cos8n θ tan4n−1 θ · cos−2 θ dθ ∵).r = tanθ

=

∫ π/2

0
cos4n−1 θ sin4n−1 θ dθ =

1
2

B(2n,2n), (2.18b)

B(a,b) =
Γ(a)Γ(b)
Γ(a+ b)

. (2.18c)

We define that the topological charge of the instantons is a positive number when the instantons satisfy the self-dual equation,
i.e. the plus sign in (2.2). Therefore the 4n-dimensional normalization constantsNn is determined to be

Nn =
1

(2n)!(2π)2n
. (2.19)

2.2 U(N) ADHM construction in 4n dimensions (n ≥ 2)

In this section, we study an ADHM construction of the ASD instanton in the 4n-dimensional Euclidean space with the flat metric.
In the following, we choose the anti-self-dual solutions to the equation (2.2) and we use the matrix representation of the Clifford
algebraCℓ4n−1(C). This explicit form can be found in subsection 2.5. We first introduce the 4n-dimensional Weyl operator:

∆ = C(x⊗ 1k) + D, (2.20)

wherex = xµeµ, the symbol⊗ means the tensor product,C andD are (N + 22n−1k) × 22n−1k constant matrices which are called
the ADHM data, andN corresponds to the rank of the unitary group, we will show this fact for later. If we consider self-dual
solutions then we must choose the basise†µ instead ofeµ. In the next section, we will show that the integerk corresponds to
the instanton number which is defined by the 2n-th Chern numberk = |Nn

∫
TrF(2n)|. Now we demand that the Weyl operator

satisfies the first ADHM constraint:
∆†∆ = 122n−1 ⊗ E(1)

k , (2.21)

and the second ADHM constraint:
C†∆

(
∆†∆

)−1
∆†C = 122n−1 ⊗ E(2)

k , (2.22)

where∆† is the Hermitian conjugate matrix of∆, E(1)
k andE(2)

k are invertiblek× k matrices. The first ADHM constraint (2.21) is
the natural generalization of the four-dimensional one [7]. On the other hand, the second ADHM constraint (2.22) is the analogy
of the eight-dimensional one [25]. In addition, the Weyl operator requires the non-degeneracy condition: rank∆ = 22n−1k, and
the existence of the inverseE(a)

k (a = 1,2) is guaranteed by this condition (see subsubsection 2.4.3). Here rankA means the rank
of the matrixA, and the non-degeneracy condition of the Weyl operator is satisfied if and only if the ADHM dataC,D satisfy the
condition: rankC = rankD = 22n−1k. For later convenience, let us analyze the ADHM constraints in more detail. For (2.20), the
first ADHM constraint (2.21) becomes

(x† ⊗ 1k)C
†C(x⊗ 1k) + (x† ⊗ 1k)C

†D + D†C(x⊗ 1k) + D†D = 122n−1 ⊗ E(1)
k (x). (2.23)
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The ADHM constraints hold for allx ∈ R4n, hence we can decompose the first ADHM constraint to threex-independent
conditions:

C†C = 122n−1 ⊗ E(1,1)
k , (2.24a)

C†D = eµ ⊗ E(1,2)
k,µ , (2.24b)

D†D = 122n−1 ⊗ E(1,3)
k , (2.24c)

whereE(1,2)
k,µ is a Hermite matrix andE(1)

k = x2E(1,1)
k + 2xµE(1,2)

k,µ + E(1,3)
k . These calculations are guaranteed by the lemma 1.2.1

and 1.2.2, because the properties of ASD basis which are only used in these proofs are the general results that are derived from
Clifford algebra namely these lemma to be prove true in higher dimensions. Similarly, the second ADHM constraint (2.22)
expands to

C†C(x⊗ 1k)(122n−1 ⊗ f )(x† ⊗ 1k)C
†C +C†C(x⊗ 1k)(122n−1 ⊗ f )D†C

+C†D(12n−1 ⊗ f )(x† ⊗ 1k)C
†C +C†D(122n−1 ⊗ f )D†C = 122n−1 ⊗ E(2)

k (x), (2.25)

where f −1 = E(1)
k . When we discuss thex-independent conditions of the second ADHM constraint, we can ignore thex that is

included in f because the matrixf is already placed in the r.h.s. for the tensor product. For (2.24a) andx†x = xx† = x2122n−1, the
x2 term in (2.25) automatically satisfies the constraint. Thex1 terms in (2.25) expands to

C†C(x⊗ 1k)(122n−1 ⊗ f )D†C +C†D(12n−1 ⊗ f )(x† ⊗ 1k)C
†C

= xν
(
eνe
†
µ ⊗ E(1,1)

k f E(1,2)
k,µ + eµe

†
ν ⊗ E(1,2)

k,µ f E(1,1)
k

)
. (2.26)

These terms satisfy the constraint for allx if and only if the following condition holds:

E(1,1)
k f E(1,2)

k,µ = E(1,2)
k,µ f E(1,1)

k . (2.27)

Next we consider thex0 term in (2.25). This term becomes

C†D(122n−1 ⊗ f )D†C =
(
δµν122n−1 + Σ(−)

µν /2
)
⊗ E(1,2)

k,µ f E(1,2)
k,ν , (2.28)

here we have usedeµe
†
ν = δµν122n−1 + Σ

(−)
µν /2. For this equation, we obtain the following condition for thex0 term:

Σ(−)
µν ⊗ E(1,2)

k,µ f E(1,2)
k,ν = 0. (2.29)

Therefore we obtained the twox-independent conditions of the second ADHM constraint, namely (2.27) and (2.29).
Let us show that how to obtain the gauge field of the anti-self-dual instanton from the ADHM data. Following the ADHM

construction in four dimensions [7], we first consider zero modes of the Weyl operator∆. The null-space of the Hermitian
conjugate matrix∆† is N-dimensional, as it hasN fewer rows than columns. The basis vectors for this null-space can be
assembled into an (N + 22n−1k) × N matrix V(x), which is sometimes called the zero mode. This fact means that the zero mode
V(x) is the solution to the Weyl equation:

∆†V(x) = 0, (2.30)

and the zero modeV(x) is normalized asV†V = 1N. The zero modeV and the Weyl operator∆ satisfy the following relation
which is called the completeness relation:

1N+22n−1k − VV† = ∆(∆†∆)−1∆†. (2.31)

We can easily prove this relation by using a (N + 22n−1k) × (N + 22n−1k) matrix W =
(
∆ V

)
. Because of the non-degeneracy

condition, the Weyl equation (2.30) and the normalization:V†V = 1N, the columns ofW are linearly independent. Therefore
the matrixW is invertible, and the following equation is an identity equation:W(W†W)−1W† = 1N+22n−1k. We can obtain the
completeness relation by expanding the l.h.s. termW(W†W)−1W† with ∆ andV. We employ the ansatz of the gauge fieldAµ(x)
is given by the pure gauge form:

Aµ(x) = V†(x)∂µV(x). (2.32)

Next we confirm that the field strengthFµν from the ansatz (2.32) automatically satisfies the anti-self-dual equation (2.2).
For the Weyl equation (2.30) and the completeness relation (2.31), the field strength becomes

Fµν = V†C
(
eµ ⊗ 1k

) (
∆†∆

)−1 (
e†ν ⊗ 1k

)
C†V − (µ↔ ν). (2.33)
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Now we use the first ADHM constraint (2.21) then the factor (∆†∆)−1 commutes with the basiseµ ⊗ 1k. Hence the field strength
becomes

Fµν = V†C(∆†∆)−1
(
Σ(−)
µν ⊗ 1k

)
C†V. (2.34)

Therefore the multi-product of the field strengths is

Fµ1µ2 . . . Fµ2n−1µ2n =
(
V†C(∆†∆)−1

(
Σ(−)
µ1µ2
⊗ 1k

)
C†V

)
. . .

(
V†C(∆†∆)−1

(
Σ(−)
µ2n−1µ2n

⊗ 1k

)
C†V

)
. (2.35)

We order thatΣ(−)
µν ⊗ 1k commute withC†VV†C in (2.35), thus we demand the following condition:

eµ ⊗ 1k

(
C†VV†C

)
=

(
C†VV†C

)
eµ ⊗ 1k. (2.36)

Use the completeness relation (2.31) then the condition (2.36) is decomposed as

eµ ⊗ 1k

(
C†C

)
=

(
C†C

)
eµ ⊗ 1k, eµ ⊗ 1k

(
C†∆(∆†∆)−1∆†C

)
=

(
C†∆(∆†∆)−1∆†C

)
eµ ⊗ 1k. (2.37)

For (2.24a), the first condition is automatically satisfied when the first ADHM constraint (2.21) holds. On the other hand, the
second condition is just the second ADHM constraint (2.22). We find that the condition (2.36) is satisfied when the first and
second ADHM constraints hold. Therefore, for the condition (2.36), the multi-product of the field strengths becomes

Fµ1µ2 . . . Fµ2n−1µ2n = V†C
(
∆†∆

)−1 (
Σ(−)
µ1µ2

. . .Σ(−)
µ2n−1µ2n

⊗ 1k

)
C†V

(
V†C

(
∆†∆

)−1
C†V

)n−1
. (2.38)

SinceΣ(−)
µ1µ2

. . .Σ(−)
µ2n−1µ2n

satisfies the anti-self-dual relation (2.12), we have shown that the field strengthsFµν that are constructed
from the 4n-dimensional ADHM construction satisfy the anti-self-dual equation in 4n dimensions (2.2).

We show that the ADHM data can transform more simplify form without loss of generality. It is easy to find that the Weyl
equation (2.30), the normalization conditionV†V = 1N, the first and second ADHM constraints (2.21),(2.22) are invariant under
the following transformations:

C 7→ C′ = UCR, D 7→ D′ = UDR, V 7→ V′ = UV, (2.39)

whereU ∈ U(N + 22n−1k) andR = 122n−1 ⊗ Rk ∈ 122n−1 ⊗GL(k;C). Using this U(N + 22n−1k) ×GL(k;C) transformation, we can
fix the ADHM data to the so-called a canonical form:

C =

(
0[N]×[22n−1k]

122n−1k

)
, D =

(
S[N]×[22n−1k]

T[22n−1k]×[22n−1k]

)
. (2.40)

Here the matrix subscript [a] × [b] means the matrix size, and the symbolS[N]×[22n−1k] stands for
(
S1 [N]×[k] . . . S22n−1 [N]×[k]

)
.

The existence of the canonical form is guaranteed by the non-degeneracy condition. In the canonical form, all the ADHM data
are included in the matricesS andT. Let us now rewrite thex-independent conditions of the first and second ADHM constraints
(2.24),(2.27),(2.29) in the canonical form. In this case,C†C = 122n−1k = 122n−1 ⊗ 1k thus the condition (2.24a) is automatically
satisfied. The condition (2.24b) means that the matrixC†D is written with the ASD basiseµ. In the canonical form,C†D = T
thus (2.24b) becomes

T = eµ ⊗ Tµ, (2.41)

whereTµ is ak× k Hermite matrix. The condition (2.24c) is rewritten as

S†S + T†T = 122n−1 ⊗ E(1,3)
k . (2.42)

This x-independent condition is the natural generalization of four-dimensional one which is usually called the ADHM equation.
On the other hand, thex-independent conditions of the second ADHM constraint lead to new type ADHM equations. In the
canonical form,E(1,1)

k = 1k andδµνE(1,2)
k,ν = Tµ thus the condition (2.27) becomes

f Tµ = Tµ f . (2.43)

For this condition, the condition (2.29) is rewritten as

Σ(−)
µν ⊗ TµTν = 0. (2.44)
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In higher dimensions, the ADHM data must satisfy the new type ADHM equations (2.43) and (2.44) in addition to the standard
type one (2.42). Finally, we note that there are residual symmetries which leave the canonical form (2.40) invariant. The
transformations are given by

Sa 7→ S′a = QSaR, Tµ 7→ T′µ = R†TµR, (2.45)

where the indexa runs from 1 to 22n−1, Q ∈ SU(N) andR ∈ U(k).
Next, we study the gauge group of the instantons that are generated from the ADHM construction. The transformation of the

zero mode which preserves the normalization conditionV†V = 1N is given by

V(x) 7→ V(x)g(x), g(x) ∈ U(N). (2.46)

Note that this transformation is independent of the transformation (2.39). This zero mode transformation leads to a gauge field
transformation through (2.32). Indeed, the gauge field is transformed to

Aµ 7→ g−1(x)Aµg(x) + g−1(x)∂µg(x). (2.47)

This transformation is same as the ordinary gauge transformation. Hence, the instantons that are generated from the ADHM
construction possess the unitary gauge group U(N). Because of this fact, in the special casek = 0, we find that the ansatz (2.32)
gives a pure gauge, namely, it automatically solves the ASD equation (2.2) in the vacuum sector. We are interested in instantons
that are characterized by the instanton numberk, but the homotopy groups become trivial when the rank of the unitary group is
small. Therefore the rank of the gauge groupN is restricted by the condition that the homotopy groupπ4n−1(U(N)) is non-trivial.
The non-trivial homotopy groups of the (special) unitary group are

π4n−1(U(N)) = π4n−1(SU(N)) = Z, N ≥ 2n. (2.48)

For this reason, we demand the conditionN ≥ 2n when we consider the topological instantons. In addition, we note that
the ADHM construction does not impose the speciality condition on the gauge group in general, namely the gauge group is
not the special unitary group SU(N). We can decompose the group U(N) into the special group SU(N) part and U(1) part:
U(N) = SU(N) ⋉ U(1). Here the symbol⋉ means the semidirect product of the group. Usually, we must fix the element of U(1)
by hand when we consider SU(N) instantons in the ADHM construction.

In higher dimensions, although we still do not know that a formula that similar to the Osborn’s formula (1.56) which is given
the relation between the action and the ADHM data directly, we can show a formula that alternative to the Osborn’s formula to
calculate the action from the ADHM data. Recall the topological chargeQ for the 4n-dimensional instantons is defined by the
2n-th Chern numberQ = (−1)nNn

∫
TrF(2n). For (2.38),

F(2n) =

(
1
2

)2n

Fµ1µ2 . . . Fµ4n−1µ4ndxµ1 ∧ dxµ2 ∧ · · · ∧ dxµ4n−1 ∧ dxµ4n

=
1

22n
εµ1µ2...µ4n−1µ4n

(
V†C

(
∆†∆

)−1 ((
Σ(±)
µ1µ2

. . .Σ(±)
µ4n−1µ4n

)
⊗ 1k

)
C†V

) (
V†C

(
∆†∆

)−1
C†V

)2n−1
d4nx

=
1

22n
εµ1µ2...µ4n−1µ4nεµ1µ2...µ4n−1µ4n︸                         ︷︷                         ︸

=(4n)!

(
V†C

(
∆†∆

)−1 (
±(−1)n22n122n−1 ⊗ 1k

)
C†V

) (
V†C

(
∆†∆

)−1
C†V

)2n−1
d4nx

= ±(−1)n(4n)!
(
V†C

(
∆†∆

)−1
C†V

)2n
d4nx. (2.49)

Here we used (2.13). Now we define the charge densityQ asQ = Nn

∫
d4nxQ, then we obtain the charge density formula:

Q = ±(4n)!Tr
(
V†C(∆†∆)−1C†V

)2n
, (2.50)

where± corresponds to the ASD solution (tensor) respectively. When the ADHM data is the canonical form (2.40), we can
rewrite (2.50) as more simplify. Since the circulation law of trace, (2.50) becomes

Q = ±(4n)!TrN

(
V†C(∆†∆)−1C†V

)2n

= ±(4n)!Tr22n−1k

(
(∆†∆)−1C†VV†C

)2n

= ±(4n)!Tr22n−1k

(
(∆†∆)−1C†(1− ∆(∆†∆)−1∆†)C

)2n

= ±(4n)!Tr22n−1k

(
(∆†∆)−1(1−C†∆(∆†∆)−1∆†C)

)2n

= ±(4n)!Tr22n−1k

[
122n−1 ⊗

(
E−1

k (1k − E(2)
k )

)]2n
. (2.51)
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Use Trab
[
1a ⊗ X[b]

]
= aTrbX[b] , then we obtain the fomula with canonical form:

Q = ±22n−1(4n)!Trk

((
E(1)

k

)−1 (
1k − E(2)

k

))2n
. (2.52)

Now we have introduced the ADHM construction of the ASD instantons in 4n dimensions. Here we have some comments
on the higher dimensional ADHM construction. Compared with the four-dimensional ADHM construction, the first ADHM
constraints (2.21) is the natural generalization of the four-dimensional one. On the other hand, the second ADHM constraint
(2.22) is an essentially new constraint and this new constraint corresponds to the non-linearity of the ASD equation (2.2). It is
difficult to construct the multi-instantons in higher dimensions, because of the non-linearity of the ASD equations. In the higher
dimensional ADHM construction is similar to this situation, namely the constructions of the multi-instantons are difficult by the
second ADHM constraint. We will discuss this fact in more detail in the next section.

2.3 Higher-dimensional ADHM data with U(22n−1) gauge group

In this section, we introduce explicit ADHM data in higher dimensions (n ≥ 2). However, it is hard that we find an essentially
new ADHM data, hence we will consider the data type that is generalizing the well known four-dimensional one and choose
the rank of the gauge group toN = 22n−1. Here we recall that the first ADHM constraint is the natural generalization of the
four-dimensional one. Therefore the data type that is generalizing the four-dimensional ADHM data already satisfies the first
ADHM constraint, and we call this data type as an ADHM “ansatz”.

The second ADHM constraint (2.22) contains the inverse matrix (∆†∆)−1, hence the calculation of this constraint is hard in
general. Therefore we use the following constraint instead of the second ADHM constraint to confirm that the ADHM ansatz is
well-defined as a higher-dimensional ADHM data:

C†VV†C = 122n−1 ⊗ E(3)
k , (2.53)

whereE(3)
k is an invertiblek × k matrix. The existence of the inverseE(3)

k is guaranteed by thatE(1)
k and E(2)

k are invertible.
Although this constraint contains the zero modeV, the calculation of the Weyl equation (2.30) is more easily than the calculation
of the inverse matrix (∆†∆)−1 in general, namely we can calculate the constraint (2.53) more easily than the second ADHM
constraint. This constraint is same as the condition (2.36), therefore the ADHM ansatz satisfy the first ADHM constraint then
this constraint is same as the second ADHM constraint for (2.37).

2.3.1 BPST type one-instanton

In the case ofk = 1, the ADHM ansatz in the canonical form is the simplest one:

C =

(
0

122n−1

)
, D =

(
λ122n−1

−aµeµ

)
, (2.54)

whereλ ∈ R is the size modulus andaµ ∈ R is the position modulus of the instanton. The solution to the Weyl equation (2.30) is

V =
1
√
ρ

(
x̃†

−λ122n−1

)
, (2.55)

wherex̃† = (xµ − aµ)e†µ andρ = λ2+ ∥x̃∥2. The l.h.s. of the constraint (2.53) that is associated with the BPST type ADHM ansatz
(2.54) is proportional to the identity122n−1:

C†VV†C =
λ2

ρ
122n−1. (2.56)

Hence, this ansatz (2.54) is well-defined as the ADHM data of the anti-self-dual one-instanton. Indeed, we easily confirm that
this ADHM data reproduces the BPST type gauge field (2.7) by using (2.32).

Let us now recalculation the topological charge with using the formula (2.52).

∆†∆ = 122n−1 ⊗
(
λ2 + ∥x̃∥2

)
, (2.57)

and

C†∆
(
∆†∆

)
∆†C = x̃

(
122n−1 ⊗

(
λ2 + ∥x̃∥2

)−1
)

x̃† = 122n−1 ⊗ ∥x̃∥2
λ2 + ∥x̃∥2 . (2.58)
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Here the ADHM data (2.54) is the anti-instanton case, thus we chose the minus sigh in (2.52):

Q = −22n−1(4n)!

(
1

λ2 + ∥x̃∥2

(
1− ∥x̃∥2

λ2 + ∥x̃∥2

))2n

= −22n−1(4n)!

 λ2(
λ2 + ∥x̃∥2)2

2n

. (2.59)

This is just the BPST instanton’s charge density (ref.(2.17)), thus we reproduceQ = −1.

2.3.2 ’t Hooft type ansatz

We next consider the ADHM data with higher charges. A natural candidate for multi-instanton ADHM data is generalization of
the four-dimensional ’t Hooft one (1.60). However, in the case ofn ≥ 2 , it was shown that the simple generalization of the ’t
Hooft type ADHM ansatz is not well-defined as the higher-dimensional ADHM data in [25]. In the following, we will show this
fact in more detail. The ’t Hooft type ADHM ansatz is given by

Tµ = diagk
p=1

(
−aµp

)
, S = 122n−1 ⊗

(
λ1 λ2 . . . λk

)
, (2.60)

with aµp ∈ R is the instanton position andλp ∈ R is the instanton size moduli respectively. The Weyl operator that is associated
with the ’t Hooft type ADHM ansatz is

∆† =
(
S† e†µ ⊗ (xµ1k + Tµ)

)
. (2.61)

Then we find

∆†∆ = S†S + e†µeν ⊗ diagk
p=1

(
x̃µpx̃νp

)
= 122n−1 ⊗


λ2

1 + ∥x̃1∥2 λ1λ2 . . . λ1λk

λ2λ1 λ2
2 + ∥x̃2∥2 . . . λ2λk

...
...

. . .
...

λkλ1 λkλ2 . . . λ2
k + ∥x̃k∥2

 , (2.62)

where we have defined ˜xµp B xµ − aµp and∥x̃p∥2 = x̃µpx̃µp (p is not summed). Therefore the ADHM ansatz (2.60) satisfies the first
ADHM constraint (2.21).

The solution to the Weyl equation (2.30) is

V =
1
√
ϕ

 −122n−1(
eµ ⊗ diagk

p=1

(
x̃µp
∥x̃p∥2

))
S†

 . (2.63)

Hereϕ = 1+
∑k

p=1
λ2

p

∥x̃p∥2 . We then examine the constraint (2.53). We first calculateC†V, V†C:

C†V = eµ ⊗
1
√
ϕ

diagk
p=1

(
x̃µp
∥x̃p∥2

)
S† = eµ ⊗

1
√
ϕ


λ1Xµ

1
λ2Xµ

2
...

λkXµ
k

 , (2.64a)

V†C =
(
C†V

)†
= e†µ ⊗

1
√
ϕ

Sdiagk
p=1

(
x̃µp
∥x̃p∥2

)
= e†µ ⊗

1
√
ϕ

(
λ1Xµ

1 λ2Xµ
2 . . . λkXµ

k

)
. (2.64b)

Thus plugging the zero-mode (2.63) intoC†VV†C, we have

C†VV†C =
(
δµν122n−1 + Σ(−)

µν /2
)
⊗ 1
ϕ

Eµν
(’t Hooft) , (2.65)

where

Eµν
(’t Hooft) =


λ2

1Xµ
1Xν

1 λ1λ2Xµ
1Xµ

2 . . . λ1λkXµ
1Xν

k
λ2λ1Xµ

2Xν
1 λ2

2Xµ
2Xν

2 . . . λ2λkXµ
2Xν

k
...

...
. . .

...
λkλ1Xµ

k Xν
1 λkλ2Xµ

k Xν
2 . . . λ2

kXµ
k Xν

k

 . (2.66)
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Here we have used the relationeµe
†
ν = δµν122n−1 + Σ

(−)
µν /2 and definedXµ

p = x̃µp/∥x̃p∥2. Since the constraint (2.53) requires that the
r.h.s. of (2.65) is proportional to122n−1, we have the following conditions on the moduliλa andaµm:

λmλn

(
xµ − aµm

) (
xν − aνn

)
Σ(−)
µν = 0, (2.67)

where the indicesm,n run from 1 tok and are not summed. This condition is trivially satisfied in the case ofk = 1, however, for
arbitrary moduli parametersλm,am, this is not satisfied in the higher chargesk ≥ 2. Therefore the simple generalization of the ’t
Hooft type ADHM ansatz is not well-defined as the ADHM data with higher charges (k ≥ 2).

Let us now demand the following condition for moduli parameters to satisfy the condition (2.67):

∥aµm − aµn∥2 ≫ λmλn, (2.68)

for all m andn. This condition means that each instanton is well-separated, hence we call this condition as the well-separated
limit or the dilute instanton gas limit (approximation) [21]. In the well-separated limit (2.68), we neglect all the off-diagonal
components of the matrixE(1)

k in (2.21):

E(1)
k =


λ2

1 + ∥x̃1∥2 . . . λ1λk
...

. . .
...

λkλ1 . . . λ2
k + ∥x̃k∥2

 ≃

λ2

1 + ∥x̃1∥2 . . . 0
...

. . .
...

0 . . . λ2
k + ∥x̃k∥2

 . (2.69)

Thus the second ADHM constraint becomes

C†∆(∆†∆)−1∆†C = e†µ ⊗ diagk
p=1x̃µp

(
122n−1 ⊗

(
E(1)

k

)−1
)
eν ⊗ diagk

p=1x̃νp ≃ 122n−1 ⊗ diagk
p=1

 ∥x̃p∥2

λ2
p + ∥x̃p∥2

 . (2.70)

Therefore the ’t Hooft type ADHM ansatz (2.60) in the well-separated limit satisfies the second ADHM constraint (2.22).
We proceed to evaluate the instanton charge for the ’t Hooft type ADHM data as follows. The ’t Hooft type ADHM ansatz

does not satisfy the second ADHM constraint (2.22), thus this ansatz is not the ADHM data in strictly speaking. Although it is
not exact that we use the formula (2.50) which it is assumed that the ADHM ansatz satisfy the second ADHM constraint, we
consider that this formula give an approximate charge density if each instanton is well-separated. Plugging (2.62) and (2.64) into
the formula (2.50):

Q ≃ −(4n)!Tr

{
e†µ ⊗

1
√
ϕ

(
λ1Xµ

1 λ2Xµ
2 . . . λkXµ

k

)
122n−1 ⊗


λ2

1 + ∥x̃1∥2 λ1λ2 . . . λ1λk

λ1λ2 λ2
2 + ∥x̃2∥2 . . . λ2λk

...
...

. . .
...

λ1λk λ2λk . . . λ2
k + ∥x̃k∥2


−1 eµ ⊗

1
√
ϕ


λ1Xµ

1
λ2Xµ

2
...

λkXµ
k


}2n

=
−(4n)!
ϕ2n

Tr


e†µeν ⊗


(
λ1 x̃µ1
∥x̃1∥2

λ2 x̃µ2
∥x̃2∥2 . . .

λk x̃µk
∥x̃k∥2

) 
λ2

1 + ∥x̃1∥2 λ1λ2 . . . λ1λk

λ1λ2 λ2
2 + ∥x̃2∥2 . . . λ2λk

...
...

. . .
...

λ1λk λ2λk . . . λ2
k + ∥x̃k∥2


−1



λ1 x̃µ1
∥x̃1∥2
λ2 x̃µ2
∥x̃2∥2
...

λk x̃µk
∥x̃k∥2







2n

. (2.71)

Therefore we obtain the approximate charge density of the ’t Hooftk-instanton:

Q ≃ −(4n)!
ϕ2n

Tr
{
f µνe†µeν

}2n
, (2.72)

where the scalorf µν is defined as

f µν =
(
λ1 x̃µ1
∥x̃1∥2

λ2 x̃µ2
∥x̃2∥2 . . .

λk x̃µk
∥x̃k∥2

) 
λ2

1 + ∥x̃1∥2 λ1λ2 . . . λ1λk

λ1λ2 λ2
2 + ∥x̃2∥2 . . . λ2λk

...
...

. . .
...

λ1λk λ2λk . . . λ2
k + ∥x̃k∥2


−1



λ1 x̃ν1
∥x̃1∥2
λ2 x̃ν2
∥x̃2∥2
...

λk x̃νk
∥x̃k∥2


. (2.73)
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Figure 2.1: The charge density plots of the ’t Hooft type solutions in eight dimensions (n = 2). The upper figure corresponds to
k = 1, left and right ones in the lower figure correspond tok = 2,3 respectively. All the plots are projected to a two-dimensional
subspace in the eight-dimensional space.

In order to illustrate multi-instanton solutions, we write down the charge densities fork = 1,2,3 explicitly.

Fork = 1, the charge density is calculated with using (2.72) (Of course, in this case,we can lead same result with using (2.52)
also.):

Q(k=1)
’t Hooft = −22n−1(4n)!

 λ2(
λ2 + ∥x̃∥2)2

2n

. (2.74)

This is same as the BPST one anti-instanton charge density, hence we find that|Q(k=1)
’t Hooft | = 1. We note that the one-instanton

solution that the ’t Hooft ADHM data is singular at the instanton position:

Asingular
µ =

1
4
Σ(+)
µν ∂ν ln

(
1+

λ2

∥x̃∥2

)
, (2.75)

while the BPST type solution (2.7) discussed in the previous section is non-singular. These solutions are connected by the
following singular gauge transformation:

Anon-singular
µ = g1Asingular

µ g−1
1 + g1∂µg

−1
1 , g1 =

x̃√
∥x̃∥2

. (2.76)

Fork = 2 andk = 3, the approximate charge densities are evaluated as
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Q(k=2)
’t Hooft ≃ − (4n)! · 22n−1

λ
2
1∥x̃2∥4 + λ2

2∥x̃1∥4 + λ2
1λ

2
2

(
∥x̃1∥2 + ∥x̃2∥2 − 2x̃µ1 x̃µ2

)
(
λ2

1∥x̃2∥2 + λ2
2∥x̃1∥2 + ∥x̃1∥2∥x̃2∥2

)2


2n

, (2.77a)

Q(k=3)
’t Hooft ≃ − (4n)! · 22n−1

[
γ
(
λ2

1∥x̃2∥4∥x̃3∥4 + λ2
2λ

2
3∥x̃1∥4

(
∥x̃2∥2 + ∥x̃3∥2 − 2x̃µ2 x̃µ3

)
+ λ2

2∥x̃1∥4∥x̃3∥4 + λ2
1λ

2
3∥x̃2∥4

(
∥x̃1∥2 + ∥x̃3∥2 − 2x̃µ1 x̃µ3

)
+ λ2

3∥x̃1∥4∥x̃2∥4 + λ2
1λ

2
2∥x̃3∥4

(
∥x̃1∥2 + ∥x̃2∥2 − 2x̃µ1 x̃µ2

))]2n

. (2.77b)

Here we have defined

γ =
1(

λ2
1∥x̃2∥2∥x̃3∥2 + λ2

2∥x̃1∥2∥x̃3∥2 + λ2
3∥x̃1∥2∥x̃2∥2 + ∥x̃1∥2∥x̃2∥2∥x̃3∥2

)2
. (2.78)

For more detail on the calculations, please see below subsection 2.4.4.
The eight-dimenaional numerical profiles for thek = 1,2,3 charge densities are found in Fig 2.1. Here the parameters that

satisfy the well-separated limit (2.68) are chosen such thataµ = 0, λ = 2 for k = 1, a1
1 = −5, a1

2 = 5, aµ1 = aµ2 = 0, (µ > 1),
λ1 = λ2 = 2, for k = 2 anda1

m = 10/
√

3 × sin(2π(m− 1)/3), a2
m = 10/

√
3 × cos(2π(m− 1)/3), aµm = 0, (µ > 2), λm = 2,

(m = 1, 2,3) for k = 3. For these parameters, the numerical results of instanton charges are evaluated asQ ≃ 2× 1.02 (k = 2),
Q ≃ 3×1.03 (k = 3). Therefore we find that the dilute instanton gas approximation, which is needed to solve the second ADHM
constraint, works well.

Some comments are in order. First, we can find exact solutions to the condition (2.67), but these solutions are unsuitable
data for multi-instantons. The condition is exactly solved byλm = 0 (for all m), but this solution makes the pure gauge field,
namely, it is a vacuum configuration. On the other hand, we find another exact solutionam = an (m , n) which means that all
the instantons are localized at the same point. However, this solution is equivalent to the one-instanton’s one.

Second, we will show that the topological charge of the ’t Hooft typek-instantons in the well-separated limit is an integer.
In the case ofk ≥ 2, for the charge density formula (2.52), the charge density of the ’t Hooft type in the well-separated limit is
given by

Q’t Hooft ≃ −22n−1(4n)!
k∑

p=1

 λ2
p(

λ2
p + ∥x̃p∥2

)2


2n

. (2.79)

This is the summation of the above mentioned one-instanton charge density, therefore we obtain|Q’t Hooft | = k.

2.3.3 Jackiw-Nohl-Rebbi type ansatz

Let us study another of the ’t Hooft solutions which is so-called Jackiw-Nohl-Rebbi (JNR) type solutions.
For (1.62), we give the JNR type ansatz as

∆ =

(
122n−1 ⊗ Λ
122n−1 ⊗ 1k

)
· x⊗ 1k +

(
−a0 ⊗ Λ

diagk
p=1(−ap)

)
=

(
x̃0 ⊗ Λ

X̃[22n−1k]×[22n−1k]

)
= eµ ⊗

(
x̃µ0Λ

diagk
p=1(x̃µp)

)
, (2.80)

whereΛ =
(
λ1/λ0 . . . λk/λ0

)
, x̃i = (xµ − aµi )eµ, ai = aµi eµ andX̃ = diag(x̃1, . . . , x̃k). Hereλi ∈ R andaµi ∈ R (i = 0, . . . , k) are

moduli parameters. We note that the JNR ansatz (2.80) is not in the canonical form and contain more moduli parameters than
the ’t Hooft one. The latter is obtained from the former by the limita0→ ∞, λ0→ ∞ with fixeda0/λ0 = 1.

We can confirm that the JNR ansatz satisfies the first ADHM constraint (2.21):

∆†∆ = 122n−1 ⊗
(
∥x̃0∥2 tΛΛ + diagk

p=1(∥x̃p∥2)
)
= 122n−1 ⊗ E(JNR)

k , (2.81)

where the symboltM means the transposed matrix ofM, so tΛ is k-column vector andtΛΛ is k × k matrix. The solution to the
Weyl equation (2.30) is given by

V =
1
√
ϕ

 −122n−1

diagk
p=1

(
x̃p

∥x̃p∥2

)
· x̃†0 ⊗ tΛ

 , (2.82)
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whereϕ = 1+ ∥x̃0∥2
λ2

0

∑k
p=1

(
λ2

p

∥x̃p∥2

)
.

Now we examine the second ADHM constraint. We first calculationC†V, V†C :

C†V = 122n−1 ⊗
(
tΛ 1k

) 1
√
ϕ

 −122n−1 ⊗ 1

eµe
†
ν ⊗

(
diagk

p=1

(
x̃µp
∥x̃p∥2

)
x̃ν0

tΛ

)
=

1
√
ϕ

−122n−1 ⊗ tΛ + eµe
†
ν ⊗

diagk
p=1

 x̃µpx̃ν0
∥x̃p∥2

 tΛ


=

1
√
ϕ

eµe†ν ⊗ −δµ#δν#1k + diagk
p=1

 x̃µpx̃ν0
∥x̃p∥2

 tΛ

 , (2.83a)

V†C =
1
√
ϕ

eνe†µ ⊗ Λ −δµ#δν#1k + diagk
p=1

 x̃µpx̃ν0
∥x̃p∥2

 . (2.83b)

Thus

C†VV†C =
1
ϕ

eµe†ν ⊗ −δµ#δν#1k + diagk
p=1

 x̃µpx̃ν0
∥x̃p∥2

 tΛ

 eρe†σ ⊗ Λ −δρ#δσ#1k + diagk
p=1

 x̃σp x̃ρ0
∥x̃p∥2


=

1
ϕ

eµe†νeρe†σ ⊗ diagk
p=1

 x̃µpx̃ν0
∥x̃p∥2

− δµ#δν#
 1

λ2
0


λ2

1 λ1λ2 . . . λ1λk

λ2λ1 λ2
2 . . . λ2λk

...
...

. . .
...

λkλ1 λkλ2 . . . λ2
k

 diagk
p=1

 x̃σp x̃ρ0
∥x̃p∥2

− δσ#δρ#




=
1

ϕλ2
0

eµe†νeρe†σ ⊗

λ2

1Yµν
1 Yσρ

1 λ1λ2Yµν
1 Yσρ

2 . . . λ1λkY
µν
1 Yσρ

k
λ2λ1Yµν

2 Yσρ
1 λ2

2Yµν
2 Yσρ

2 . . . λ2λkY
µν
2 Yσρ

k
...

...
. . .

...
λkλ1Yµν

k Yσρ
1 λkλ2Yµν

k Yσρ
2 . . . λ2

kYµν
k Yσρ

k




C
1

ϕλ2
0

(
eµe
†
νeρe

†
σ ⊗ Eµνρσ

(JNR)

)
, (2.84)

where #B 4n and

Eµνρσ
(JNR) =


λ2

1Yµν
1 Yσρ

1 λ1λ2Yµν
1 Yσρ

2 . . . λ1λkY
µν
1 Yσρ

k
λ2λ1Yµν

2 Yσρ
1 λ2

2Yµν
2 Yσρ

2 . . . λ2λkY
µν
2 Yσρ

k
...

...
. . .

...
λkλ1Yµν

k Yσρ
1 λkλ2Yµν

k Yσρ
2 . . . λ2

kYµν
k Yσρ

k

 , (2.85)

Here we have definedYµν
m = x̃µmx̃ν0

/∥x̃m∥2− δµ#δν# andm= 1, . . . , k is not summed. In each component in the matrix in (2.85), we
have

Yµν
m Yσρ

n eµe
†
νeρe

†
σ =

∥x̃0∥2
∥x̃m∥2∥x̃n∥2

x̃mx̃†n −
1
∥x̃n∥2

x̃0x̃†n −
1
∥x̃m∥2

x̃mx̃†0 + 122n−1. (2.86)

For k = 1, since we have the relation ˜xax̃†b + x̃bx̃†a = 2x̃µa x̃µb122n−1, the right-hand side of (2.86) is proportional to122n−1 and the
second ADHM constraint is satisfied. The charge density of thek = 1 JNR solution is given by

Q(k=1)
JNR = −(4n)! · 22n−1

 λ̄
2
1

(
∥x̃1∥2 + ∥x̃0∥2 − 2x̃µ0 x̃µ1

)
(
∥x̃0∥2λ̄2

1 + ∥x̃1∥2
)2


2n

, (2.87)

whereλ̄m = λm/λ0. The moduli parameters areλ1/λ0 = λ andaµ1 − aµ0 = aµ, so thek = 1 JNR solution has total (4n + 1)
parameters. Therefore thek = 1 JNR data is essentially equal to thek = 1 ’t Hooft data, and we find that the numerical results of
thek = 1 instanton charge (2.87) isQ = 1.

For k ≥ 2 case, it is not straightforward to solve the constraint (2.53) in a general fashion. However, a solution is found in
the well-separated limit (2.68). In this limit, we can neglect all the off-diagonal components inE(JNR)

k :

E(JNR)
k ≃ diagk

p=1

(
∥x̃0∥2λ̄2

p + ∥x̃p∥2
)
. (2.88)
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Then, the second ADHM constraint is satisfied:

C†∆(∆†∆)−1∆†C ≃ 122n−1 ⊗ diagk
p=1

 ∥x̃0∥2λ̄4
p + 2λ̄2

px̃µ0 x̃µp + ∥x̃p∥2

∥x̃0∥2λ̄2
p + ∥x̃p∥2

 . (2.89)

We also observe that the instanton charge is quantized in this limit by using the same formula of the ’t Hooft ones. We note
that the JNR data is not in the canonical form. In this case, the charge density formula (2.52) is rewritten as

Q = −(4n)! · 22n−1Trk

((
E(1)

k

)−1
(C(2) − E(2)

k )
)2m

, (2.90)

whereC(2) is defined byC†C = 122n−1 ⊗C(2). In the well-separated limit (2.68), we haveC†C ≃ 122n01 ⊗ (diagk
p=1λ̄

2
p + 1k) thus

QJNR ≃ −(4n)! · 22n−1
k∑

p=1

 λ̄
2
p

(
∥x̃p∥2 + ∥x̃0∥2 − 2x̃µ0 x̃µp

)
(
∥x̃0∥2λ̄2

p + ∥x̃p∥2
)2


2n

. (2.91)

This is just the summation of the JNR type one-instanton charge density and the charge associated with (2.91) isQ = k.
Note that we previously discussed these ADHM data with the unitary gauge group for simplify, we can take the orthogonal

gauge group case as following. Recall the fact that the gauge transformation of the ADHM instantons is derived from the degree
of freedom of the zero mode, thus the gauge groupG depend the (field) values of the zero mode (ref.(2.46) and (2.47)). In
previous deiscussion, we assumed that the zero mode takes complex values because the ASD basiseµ was generated by the
complex Clifford algebraCℓ4n−1(C) namely that the Weyl operater take complex values. Strictly speaking, this fact comes from
that the explicit matrix representations of the complex Clifford algebraCℓ4n−1(C) are the comple values matrices (see subsection
2.5). However we can take the real Clifford algebraCℓ4n−1(R) instead of the complex Clifford algebraCℓ4n−1(C) to construct the
ASD basis (see detail discussion in subsection 2.5). In this case, the explicit matrix representations of the real Clifford algebra
Cℓ4n−1(R) are the real values matrices namely the ASD basis take real values. If ADHM data take real values then the Weyl
operator is the real values matrices, thus the zero mode take real values namely the gauge group is the orthogonal group. Now
we recall that these three type ADHM data (BPST type, ’t Hooft type and JNR type) take real values, and these data (with
well-separated condition) satisfy the ADHM constraints3. Therefore we can choose the gauge groupG by using the Clifford
algebra types.

2.4 The detailed calculations

2.4.1 The gauge field for anti-Hermite versus Hermite

Here we discuss the difference between the anti-Hermite gauge (A†µ = −Aµ) and the Hermite gauge (A†µ = Aµ). The anti-Hermite
gauge leads the equation that is more simple form than the Hermite gauge. Hence the anti-Hermite gauge is usually used in
the mathematical physics. On the other hand, the Hermite gauge leads pysical quantities in which real values (Of course, the
anti-Hermite gauge bacomes pure imaginaly physical quantities).

The field strength is defined by

anti-Hermite :Fµν B ∂µAν − ∂νAµ +
[
Aµ,Aν

]
⇒ F†µν = −Fµν, (2.92a)

Hermite :Fµν B ∂µAν − ∂νAµ − i
[
Aµ,Aν

]
⇒ F†µν = Fµν, (2.92b)

We naturally suppose that the action 2.4 becomes minumum when gauge field satisfies the ASD equation (2.1). Hence we
decide the factor of the action by demanding the condition that the action increase positive if the gauge field out of the ASD
equation. Now we recall the Bogomol’nyi completion:

S =
∫

TrF(n) ∧ ∗4nF(n) =
1
2

∫
Tr (F(n) ± ∗4nF(n))2 ∓ 2F(2n) ≥

∫
TrF(2n). (2.93)

3Here the reason that we expressly wrote “the ADHM constraint” stress that we did not use the explicit form of the ASD basis when we confirm the validity
of the ADHM data. The explicit matrix of ASD basis is deferent between the real and complex Clifford algebra, thus if we use the explicit form when confirm
the validity of the ADHM data then we do not hold the guarantee of data when using another Clifford algebra in usually. Indeed, the ADHM equations are
deferent form between the real and complex Clifford algebra.
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For this equation, the actionS increase positive if and only if Tr(F(n) ± ∗4nF(n))2 ≥ 0. Thus we determine the action factor by
the condition that the arbitrary field strengthF satisfies Tr(F(n) ± ∗4nF(n))2 ≥ 0. First,F(n)† becomes

anti-Hermite :F(n)† = F† ∧ · · · ∧ F† = −F ∧ · · · ∧ −F = (−1)nF(n), (2.94a)

Hermite :F(n)† = F† ∧ · · · ∧ F† = F ∧ · · · ∧ F = F(n), (2.94b)

and this Hodge dual becomes

anti-Hermite :∗4nF(n)† = (−1)n ∗4n F(n). (2.95a)

Hermite :∗4nF(n)† = ∗4nF(n). (2.95b)

Thus

anti-Hermite :(F(n) + ∗4nF(n))† = F(n)† + ∗4nF(n)† = (−1)n (F(n) + ∗4nF(n)) , (2.96a)

Hermite :(F(n) + ∗4nF(n))† = F(n)† + ∗4nF(n)† = F(n) + ∗4nF(n). (2.96b)

Now we recall the following

X is anti-Hermite⇒ TrX2 ≤ 0 ∈ R, (2.97a)

X is Hermite⇒ TrX2 ≥ 0 ∈ R, (2.97b)

For (2.96) and (2.97), the factor of the action is defined by

Aµ : anti-Hermite⇒
(F(n) + ∗4nF(n))2 ≤ 0 atn ∈ O, ⇒ S = −

∫
TrF(n) ∧ ∗4nF(n),

(F(n) + ∗4nF(n))2 ≥ 0 atn ∈ E. ⇒ S =
∫

TrF(n) ∧ ∗4nF(n),

⇐⇒ S = (−1)n
∫

TrF(n) ∧ ∗4nF(n), (2.98a)

Aµ : Hermite⇒ (F(n) + ∗4nF(n))2 ≥ 0⇒ S =
∫

TrF(n) ∧ ∗4nF(n). (2.98b)

Next we consider the ADHM construction case.

anti-Hermite :Aµ = V†∂µV, (2.99a)

Hermite :Aµ = iV†∂µV. (2.99b)

In the Hermite gauge case, the calculation of the field strength from (2.99) becomes

Fµ = ∂µAν − iAµAν − (µ↔ ν)

= i∂µV
†∂νV + i∂µV

†VV†∂νV − (µ↔ ν) ∵).V†∂νV = −∂µV†V
= i

(
∂µV

†
(
1− VV†

)
∂νV

)
− (µ↔ ν)

= . . .

= V†C
(
∆†∆

)−1 (
iΣ(−)
µν ⊗ 1k

)
C†V. (2.100)

Hence the charge density:Q = components TrF(2n) becomes

Qanti-Hermite= i2nQHermite= (−1)nQHermite. (2.101)

Therefore the charge density formulas are

anti-Hermite :Q = ±(−1)n(4n)!TrN

(
V†C

(
∆†∆

)−1
C†V

)2n
, (2.102a)

Hermite :Q = ±(4n)!TrN

(
V†C

(
∆†∆

)−1
C†V

)2n
, (2.102b)

and

anti-Hermite :Q = ±(−1)n(4n)!22n−1Trk

(
E−1

k

(
1k − E(2)

k

))
, (2.103a)

Hermite :Q = ±(4n)!22n−1Trk

(
E−1

k

(
1k − E(2)

k

))
. (2.103b)
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2.4.2 ASD tensor

In this subsection, we will show the (anti-)self-duality of ASD tensor (2.12) and the whole product of ASD tenosr (2.13).
Note that we here do not use the explicit form of the Clifford algebra, therefore the following relations are general properties

of the ASD basis.
For latter convenience, we introduce the following:

γi B Γ
(+)
i = −Γ

(−)
i whereΓ(±)

i = P±Γi , (2.104)

Thus
eµ = δµ4n1− δµ jγ j , e†µ = δµ4n1+ δµ jγ j , (2.105)

Proposition 2.4.1(The basic property of the ASD basiseµ).

eµe
†
ν + eνe

†
µ = e†µeν + e†νeµ = 2δµν, (2.106a)

eµeν + eνeµ = 2δµ4neν + 2δν4neµ − 2δµν, (2.106b)

e†µe
†
ν + e†νe

†
µ = 2δµ4ne†ν + 2δν4ne†µ − 2δµν. (2.106c)

Proof. The proof of (2.106a). Here we consider the case ofeµe
†
ν + eνe

†
µ. For (2.105),

eµe
†
ν + eνe

†
µ = (δµ4n − δµiγi)(δν4n + δν jγ j) + (δν4n − δνiγi)(δµ4n + δµ jγ j)

= 2δµ4nδν4n − δµiδν jγiγ j − δνiδµ jγiγ j

= 2δµ4nδν4n − δµiδν j

(
γiγ j + γ jγi︸       ︷︷       ︸

−2δi j

)
= 2δµ4nδν4n + 2δµiδν jδi j = 2δµν. (2.107)

Note that the proof ofe†µeν +e†νeµ is same method (e†µeν +e†νeµ = (δµ4n+ δµiγi)(δν4n− δν jγ j)+ (δν4n+ δνiγi)(δµ4n− δµ jγ j) = . . . ).
The proof of (2.106b). For (2.105),

eµeν + eνeµ = (δµ4n − δµiγi)(δν4n − δν jγ j) + (δν4n − δνiγi)(δµ4n − δµ jγh)

= 2δµ4nδν4n − 2δµ4nδνiγi − 2δν4nδµiγi + δµiδν j

(
γiγ j + γ jγi

)
= 2δµ4neν + 2δν4neµ − 2δµν. (2.108)

(2.106c) is able to prove with same method. Q.E.D.

Using (2.106a), we obtatin the relation withµ , ν:

Σ(+)
µν = 2e†µeν = 2Γ(+)

µ Γ
(−)
ν , Σ(−)

µν = 2eµe
†
ν = 2Γ(−)

µ Γ
(+)
ν , µ , ν (2.109)

where we introducedΓ(±)
4n = 1. SinceΓ(±)

4n Γ
(∓)
i = Γ

(∓)
i = −Γ

(±)
i = −Γ

(±)
i Γ

(∓)
4n , thus we obtain

Γ(±)
µ Γ

(∓)
ν = −Γ(±)

ν Γ
(∓)
µ . (2.110)

Now we give a lemma which is used to lead the (anti-)self-duality of ASD tensor (2.12).

Lemma 2.4.1.
HereΣ(±)

µν is the ASD tensor which is defined by(2.8), then ASD tensor satisfies the following relation:

Σ
(±)
[µ1µ2

. . .Σ(±)
µ2n−1µ2n] = Σ

(±)
µ1µ2

. . .Σ(±)
µ2n−1µ2n

, (2.111)

whereµi , µ j
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Proof. We use the mathematical induction.
Let the numbermdenote the number ofΓ(±)

i product times (i.e. 2m= n). First case ofm= 2, from (2.109) and (2.110),

Σ
(±)
[µν] = 2Γ(±)

[µ Γ
(∓)
ν] = Γ

(±)
µ Γ

(∓)
ν − Γ(±)

ν Γ
(∓)
µ = Γ

(±)
µ Γ

(∓)
ν + Γ

(±)
µ Γ

(∓)
ν = 2Γ(±)

µ Γ
(∓)
ν = Σ

(±)
µν . (2.112)

If the case ofm= p− 1 is satisfies

p− 1 ∈ even :Γ(±)
[µ1
. . .Γ(∓)

µp−1] = Γ
(±)
µ1
. . .Γ(∓)

µp−1
, (2.113a)

p− 1 ∈ odd :Γ(±)
[µ1
. . .Γ(±)

µp−1] = Γ
(±)
µ1
. . . Γ(±)

µp−1
, (2.113b)

then the case ofm= p becomes

p− 1 ∈ even : Γ
(±)
[µ1
. . .Γ(∓)

µp−1
Γ

(±)
µp] =

1
p

(
Γ

(±)
[µ1
. . .Γ(∓)

µp−1]Γ
(±)
µp
− Γ(±)

[µ1
. . . Γ(∓)

µ̂p
Γ

(±)
µp−1] + · · · + Γ

(±)
µp
Γ

(∓)
[µ1
. . . Γ(±)

µp−1]

)
=

1
p

(
Γ

(±)
[µ1
. . .Γ(∓)

µp−1]Γ
(±)
µp
+ Γ(±)

µ1
. . . Γ(∓)

µp−1]Γ
(±)
µp
+ · · · + Γ(±)

[µ1
. . . Γ(∓)

µp−1]Γ
(±)
µp

)
= Γ

(±)
[µ1
. . . Γ(∓)

µp−1]Γ
(±)
µp
,

∴ (2.113a)⇒ Γ(±)
[µ1
. . .Γ(∓)

µp−1
Γ

(±)
µp] = Γ

(±)
µ1
. . . Γ(∓)

µp−1
Γ(±)
µp
, (2.114a)

p− 1 ∈ odd : Γ
(±)
[µ1
. . .Γ(±)

µp−1
Γ

(∓)
µp] =

1
p

(
Γ

(±)
[µ1
. . .Γ(±)

µp−1]Γ
(∓)
µp
− Γ(±)

[µ1
. . . Γ(±)

µ̂p
Γ

(∓)
µp−1] + · · · + Γ

(±)
µp
Γ

(∓)
[µ1
. . . Γ(∓)

µp−1]

)
=

1
p

(
Γ

(±)
[µ1
. . .Γ(±)

µp−1]Γ
(∓)
µp
+ Γ(±)

µ1
. . . Γ(±)

µp−1]Γ
(∓)
µp
+ · · · + Γ(±)

[µ1
. . . Γ(±)

µp−1]Γ
(∓)
µp

)
= Γ

(±)
[µ1
. . . Γ(±)

µp−1]Γ
(∓)
µp
,

∴ (2.113b)⇒ Γ(±)
[µ1
. . . Γ(±)

µp−1
Γ

(∓)
µp] = Γ

(±)
µ1
. . .Γ(±)

µp−1
Γ(∓)
µp
, (2.114b)

Now the case ofm= 2 satisfies (2.113a), thus the all cases ofm ∈ N satisfy (2.114a) or (2.114b).

Σ
(±)
[µ1µ2

. . .Σ(±)
µ2n−1µ2n] = Σ

(±)
µ1µ2

. . .Σ(±)
µ2n−1µ2n

⇐⇒
(
1
2

)n

Γ
(±)
[µ1
. . . Γ(±)

µ2n−1
Γ

(∓)
µ2n] =

(
1
2

)n

Γ(±)
µ1
. . . Γ(±)

µ2n−1
Γ(∓)
µ2n

⇐⇒ Γ
(±)
[µ1
. . . Γ(±)

µ2n−1
Γ

(∓)
µ2n] = Γ

(±)
µ1
. . . Γ(±)

µ2n−1
Γ(∓)
µ2n
. (2.115)

Therefore the all cases ofn ∈ N satisfy (2.111) because (2.114b). Q.E.D.

Next we give the Hodge duality of the ASD tensor in 4n dimensions. This duality is the generalization of the (anti-)self-
duality, and the (anti-)self-duality (2.12) follows from the following theorem.

Theorem 2.4.1(The Hodge duality of the 4n-dimensional ASD tensorΣ(±)
µν ).

HereΣ(±)
µν is the ASD tensor which is defined by(2.8), then ASD tensor satisfies the4n-dimensional Hodge duality relation:

Σ
(±)
[µ1µ2

. . .Σ(±)
µ2p−1µ2p] = ±

(−1)n−p

22(n−p)
(
2(2n− p)

)
!
εµ1µ2...µ2pµ2p+1...µ4n−1µ4nΣ

(±)
µ2p+1µ2p+2

. . .Σ(±)
µ4n−1µ4n

(2.116)

where p is integer as0 < p < 2n.

Proof. Now we write the matrix reparesentation ofΓi = Γ
(+)
i ⊕ Γ

(−)
i as

Γi =

(
Γ

(+)
i 0
0 Γ

(−)
i

)
. (2.117)
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The volume(chirality) elementω which is defined by (2.10) is the central element of the Clifford algebraCℓ4n−1(K):

Γ1Γ2 . . . Γ4n−1 = (−1)n+1

(
1 0
0 −1

)
. (2.118)

The proof of the Hodge duality start from this equation. For the following proof, we will introduce the notation that an basic
order and a lexicographic order. The basic order means that the numbers on index always increase toward the right side, for
exampleX12...56. The lexicographic order means that the index numbers increase toward the right side, for exampleXµ1µ2...µ5µ6

(In this order, index is not number).
The strategy of the proof is that we first prove the basic order case which is more easily than the lexicographic order case.

Next we prove the lexicographic order case which can be proved with using similar method of the above case.
First, we right multiplyΓ4n−1 → Γ4n−2 → · · · → Γ2p+1 in order on both sides (2.118) and rewrite the r.h.s. to the basic

order.

(−1)Γ1Γ2 . . .Γ2p = (−1)n+1

(
1 0
0 −1

)
Γ4n−1Γ4n−2 . . .Γ2p+1,

= (−1)n+1

(
1 0
0 −1

)
× (−1)−p−1Γ2p+1Γ2p+2 . . .Γ4n−1. (2.119)

Here the origin of the l.h.s. (overall) factor (−1) is (2(2n − p) − 1) times product ofΓ2
i = −1 (i = 2p + 1 . . . ,4n −

1 and not summed). We give the explain of the r.h.s. factor (−1)p+1 as follows. ForΓiΓ j = −Γ jΓi (i , j), we taken the oper-
ate thatΓ4n−1Γ4n−2 . . . Γ2p+1 → (−1)2(2n−p)−2Γ4n−2 . . . Γ2p+1Γ4n−1 → (−1)2(2n−p)−2(−1)2(2n−p)−3Γ4n−3 . . .Γ2n+1Γ4n−2Γ4n−1 → . . . ,
thus the exponent part of (−1) is summation (−2)+ (−3)+ · · ·+ (−2(2n− p)) (Here we omit the common even number 2(2n− p)
because of (−1)2(2n−p) = 1 for all p.). Because of (−2)+ (−3)+ · · ·+ (−2(2n− p)) = −∑2(2n−p)

i=2 i = −(2(2n− p)2+ (2n− p)−1)

and (−1)−m = (−1)m m ∈ N, the factor becomes (−1)−(2(2n−p)2+(2n−p)−1) = (−1)−p−1.
Now we using (2.117),

(−1)Γ1Γ2 . . . Γ2p = (−1)n+1

(
1 0
0 −1

)
× (−1)−p−1Γ2p+1Γ2p+2 . . .Γ4n−1

⇐⇒
Γ(+)

1 Γ
(+)
2 . . . Γ(+)

2p

0 Γ
(−)
1 Γ

(−)
2 . . . Γ(−)

2p

 = (−1)n−p+1

Γ(+)
2p+1Γ

(+)
2p+2 . . . Γ

(+)
4n−1 0

0 −Γ(−)
2p+1Γ

(−)
2p+2 . . . Γ

(−)
4n−1

 (2.120)

We right multiplyΓ4n = 1 on the r.h.s., and then rewriteΓ(±)
µ to the ASD tensorΣ(±)

µν with using (2.109) andΓ(+)
i = −Γ

(−)
i :Γ(+)

1 Γ
(+)
2 . . . Γ(+)

2p

0 Γ
(−)
1 Γ

(−)
2 . . . Γ(−)

2p

 = (−1)n−p+1

Γ(+)
2p+1Γ

(+)
2p+2 . . . Γ

(+)
4n 0

0 −Γ(−)
2p+1Γ

(−)
2p+2 . . .Γ

(−)
4n


⇐⇒

(−1)p2−pΣ
(+)
12 . . .Σ

(+)
(2p−1)(2p) = (−1)n−p+1 × (−1)2n−p−12−(2n−p)Σ

(+)
(2p+1)(2p+2) . . .Σ

(+)
(4n−1)(4n)

(−1)p2−pΣ
(−)
12 . . .Σ

(−)
(2p−1)(2p) = (−1)n−p+1 × −1× (−1)2n−p−12−(2n−p)Σ

(−)
(2p+1)(2p+2) . . .Σ

(−)
(4n−1)(4n)

⇐⇒ Σ
(±)
12 . . .Σ

(±)
(2p−1)(2p) = ±(−1)n−p2−2(n−p)Σ

(±)
(2p+1)(2p+2) . . .Σ

(±)
(4n−1)(4n). (2.121)

Since the lemma 2.4.1, we obtain

Σ
(±)
[12 . . .Σ

(±)
(2p−1)(2p)] = ±(−1)n−p2−2(n−p)Σ

(±)
(2n+1)(2n+2) . . .Σ

(±)
(4n−1)(4n). (2.122)

Next we consider the general case. For
{
Γi ,Γ j

}
= −2δi j ,

Γµ1Γµ2 . . .Γµ4n−1 = εµ1µ2...µ4n−1Γ1Γ2 . . . Γ4n−1, (2.123)

thus

Γµ1Γµ2 . . .Γµ4n−1 = (−1)n+1εµ1µ2...µ4n−1

(
1 0
0 −1

)
. (2.124)

We start from this equation. We right multiplyΓµ4n−1Γµ4n−2 . . .Γµ2p+1 in both sides, and then we rewrite the r.h.s. in lexicographic
order.

(−1)Γµ1Γµ2 . . .Γµ2p = (−1)n+1εµ1µ2...µ2pµ2p+1...µ4n−1

(
1 0
0 −1

)
Γµ4n−1Γµ4n−2 . . . Γµ2p+1

= (−1)n+1εµ1µ2...µ2pµ2p+1...µ4n−1

(
1 0
0 −1

)
× (−1)−p−1Γµ2p+1Γµ2p+2 . . . Γµ4n−1, (2.125)
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whereµi is not summed. Now we using (2.117),

(−1)Γµ1Γµ2 . . .Γµ2p = (−1)n−pεµ1µ2...µ2pµ2p+1...µ4n−1

(
1 0
0 −1

)
× Γµ2p+1Γµ2p+2 . . . Γµ4n−1

⇐⇒
(
Γ

(+)
µ1
Γ

(+)
µ2
. . . Γ(+)

µ2p

0 Γ
(−)
µ1
Γ

(−)
µ2
. . . Γ(−)

µ2p

)
= (−1)n−p+1εµ1µ2...µ2pµ2p+1...µ4n−1

(
Γ

(+)
µ2p+1
Γ

(+)
µ2p+2

. . . Γ(+)
µ4n−1

0
0 −Γ(−)

µ2p+1
Γ

(−)
µ2p+2

. . . Γ(−)
µ4n−1

)
.

(2.126)

Right multiplyΓ(±)
4n = 1 on the r.h.s.:(

Γ
(+)
µ1
Γ

(+)
µ2
. . . Γ(+)

µ2p

0 Γ
(−)
µ1
Γ

(−)
µ2
. . . Γ(−)

µ2p

)
= (−1)n−p+1εµ1µ2...µ4n−14n

(
Γ

(+)
µ2p+1
Γ

(+)
µ2n+2

. . .Γ(+)
µ4n−1
Γ

(+)
4n 0

0 −Γ(−)
µ2p+1
Γ

(−)
µ2n+2

. . .Γ(−)
µ4n−1
Γ

(−)
4n .

)
(2.127)

Now we rewriteΓ(±)
µ to the ASD tensorΣ(±)

µν with using (2.109) andΓ(+)
i = −Γ

(−)
i , and then we can include the index 4n to the

anti-symmetric tensorε with usingΓ(±)
i Γ

(±)
4n = Σ

(∓)
i4n andΓ(±)

4n Γ
(∓)
i = −Σ

(±)
4ni. Hence the index 4n in the r.h.s. case, we obtain the

following relation for similar calculation of the basic order case:

Σ
(±)
[µ1µ2

. . .Σ(±)
µ2p−1µ2p] = ±(−1)n−p2−2(n−p)εµ1µ2...µ4n−1µ4nΣ

(±)
µ2n+1µ2n+2

. . .Σ(±)
µ4n−1µ4n

, (2.128)

whereµi is not summed. On the other hand, in the case of 4n in l.h.s., we right multiplyΓµ4n−1 . . . Γµ2n in the starting equation
(2.124). Therefore (2.125) replace by

Γµ1Γµ2 . . . Γµ2n−1 = (−1)n+1εµ1µ2...µ4n−1

(
1 0
0 −1

)
× (−1)−pΓµ2nΓµ2n+2 . . . Γµ4n−1. (2.129)

In this case, the factor of the l.h.s. becomes (−1)2(2n−p) = 1 becase 2(2n − p) times productΓ2
i = −1 (i =

2p, . . . , 4n − 1 and note summed). In the r.h.s., we take operateΓ4n−1Γ4n−2 . . . Γ2p → (−1)2(2n−p)−1Γ4n−2 . . .Γ2pΓ4n−1 →
(−1)2(2n−p)−1(−1)2(2n−p)−2Γ4n−2 . . . Γ2pΓ4n−2Γ4n−1 → . . . thus the exponent of (−1) is

∑2(2n−p)
i=1 i = 2(2n− p)2 + (2n− p) times.

Therefore the factor of the r.h.s. is (−1)−p.
After that, we take same operate in the above, and then right multiplyΓ

(±)
4n = 1 on the l.h.s. of corresponding equation for

(2.126). Here we usingεµ1...µ2p−1µ2p...µ4n−14n = εµ1...µ2p−14nµ2p...µ4n−1, we obtain (2.128) again. The equation (2.128) is not summed
µ2n+1 . . . µ4n. Now, using the lemma 2.4.1, we can rewrite the equation to summed index notation:

Σ
(±)
[µ1µ2

. . .Σ(±)
µ2p−1µ2p] = ±

(−1)n−p

22(n−p) · (2(2n− p)
)
!
εµ1µ2...µ2pµ2p+1...µ4n−1µ4nΣ

(±)
µ2p+1µ2p+2

. . .Σ(±)
µ4n−1µ4n

(2.130)

Q.E.D.

In the teorem 2.4.1, we takep = n then obtain the following corollary which plays most importance of the 4n-dimensional
ADHM construction.

Corollary 2.4.1 (The (anti-)self-duality of the 4n-dimensional ASD tensorΣ(±)
µν ).

HereΣ(±)
µν is the ASD tensor which is defined by(2.8), then ASD tensor satisfies the4n-dimensional ASD relation:

Σ
(±)
[µ1µ2

. . .Σ(±)
µ2n−1µ2n] = ±

1
(2n)!

εµ1µ2...µ4n−1µ4nΣ
(±)
µ2n+1µ2n+2

. . .Σ(±)
µ4n−1µ4n

(2.131)

Remark2.4.1. The orign of factor 2−2(n−p) in (2.116) is the relation between the ASD tensor with the the (decomposed) Clifford
algebra in (2.109). Thus we can show Hodge duality more clearly by changing the difinition of the ASD tensor (2.8). We define
deformed ASD tensor̃Σ(±) by

Σ̃(+)
µν B

i
2
Σ(+)
µν =

i
2

(
e†µeν − e†νeµ

)
, Σ̃(−)

µν B
i
2
Σ(−)
µν =

i
2

(
eµe
†
ν − eνe

†
µ

)
, (2.132)
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where we multiply the imaginay to cancel numerator (−1)n−p. Now the Hodge duality of ASD tensor (2.116) becomes

Σ̃
(±)
[µ1µ2

. . . Σ̃(±)
µ2p−1µ2p] = ±

1(
2(2n− p)

)
!
εµ1µ2...µ2pµ2p+1...µ4n−1µ4nΣ̃

(±)
µ2p+1µ2p+2

. . . Σ̃(±)
µ4n−1µ4n

. (2.133)

Although the equation becomes more simple when we use the deformed ASD tensor, other calculations become more compli-
cated in generally. In this paper, we have been treat ASD instantons, namely the (anti-)self-duality case. In this case, the equation
is same form for both ASD tensor difinition, hence we have been take the simple definition.

Finally, we will show the whole product of ASD tensor (2.13) which is used the charge density formula of ADHM data
(2.50).

Lemma 2.4.2.
Σ

(±)
12 . . .Σ

(±)
(4n−1)4n = ±(−1)n22n1, (2.134)

where1 is identity element of the decomposed Clifford algebra Cℓ(±)
4n−1(K).

Proof. This proof start from the following relation again.

Γ1Γ2 . . . Γ4n−1 = (−1)n−1

(
1 0
0 −1

)
. (2.118)

ForΓi = Γ
(+)
i ⊕ Γ

(−)
i , (

Γ
(+)
1 Γ

(+)
2 . . . Γ(+)

4n−1 0
0 Γ

(−)
1 Γ

(−)
2 . . .Γ(−)

4n−1

)
= (−1)n−1

(
1 0
0 −1

)
. (2.135)

We right multiply theΓ(±)
4n = 1 on the l.h.s., and then rewriteΓ(±)

µ to the ASD tensorΣ(±)
µν with using (2.109) andΓ(+)

i = −Γ
(−)
i :(

Γ
(+)
1 Γ

(+)
2 . . .Γ(+)

4n−1Γ
(+)
4n 0

0 Γ
(−)
1 Γ

(−)
2 . . .Γ(−)

4n−1Γ
(−)
4n

)
=

(
(−1)2n−1Γ

(+)
1 Γ

(−)
2 . . .Γ(+)

4n−1Γ
(−)
4n 0

0 (−1)2n−1Γ
(−)
1 Γ

(+)
2 . . . Γ(−)

4n−1Γ
(+)
4n

)

=

(−1)
(

1
2

)2n
Σ

(+)
12 . . .Σ

(+)
(4n−1)(4n) 0

0 (−1)
(

1
2

)2n
Σ

(−)
12 . . .Σ

(−)
(4n−1)(4n)

 , (2.136)

thus we obtain
(−1)Σ(±)

12 . . .Σ
(±)
(4n−1)4n = ±(−1)n−122n1. (2.137)

Q.E.D.

Using this lemma, we obtain the whole product relation (2.13).

Theorem 2.4.2(The whole product of the ASD tensor).

Σ(±)
µ1µ2

. . .Σ(±)
µ4n−1µ4n

= ±(−1)nεµ1µ2...µ4n−1µ4n2
2n1, (2.138)

whereµi , µ j .

Proof. First we recall the following relation:

Γi1Γi2 . . . Γi4n−1 = εi1i2...i4n−1Γ1Γ2 . . . Γ4n−1, (2.139)

whereip ∈ {1, . . . ,4n − 1} andip , iq. We right mutiplyΓ# = 1( # = 4n) on the both sides, and then we obtain the folloing
with using same calculation of the proof for above lemma 2.4.2:

Σ
(±)
i1i2
. . .Σ(±)

i4n−1# = ±(−1)nεi1i2...i4n−11, (2.140)
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Next we conside the case that the position of the index : #= 4n is arbitrary. Now we recall the following relations:

Σ
(±)
i# = −Σ

(±)
#i , (2.141a)

Σ
(±)
i j Σ

(±)
#k = 2Γ(±)

i Γ
(∓)
j · 21Γ(∓)

k = −2Γ(±)
i 1 · 2Γ(±)

j Γ
(∓)
k = −Σ

(±)
i# Σ

(±)
jk . ∵). Γ(±)

i = −Γ
(∓)
i . (2.141b)

From these relations, the factor (−1) is multiplied whenever to shift the index #. This means just thatΣ
(±)
µ1µ2

. . .Σ(±)
µ4n−1µ4n

is
completely antisymmetric tensor. Therefore we can include the index # in the completely antisymmetric tensorε, we rewrite
(2.140) to

Σ(±)
µ1µ2

. . .Σ(±)
µ4n−1µ4n

= ±(−1)n22nεµ1µ2...µ4n−1µ4n1 (2.142)

Q.E.D.

2.4.3 Proof that the existence of the inverseE(a)
k (a = 1,2)

We show again the ADHM constraints for convenience.

∆†∆ = 122n−1 ⊗ E(1)
k , (2.143)

C†∆(∆†∆)−1∆†C = 122n−1 ⊗ E(2)
k . (2.144)

Lets the Weyl operator satisfy the non-degeneracy condition:

rank∆ = 22n−1k. (2.145)

First, we show the existence of the inverseE(1)
k . Because of the property of the rank: rank∆ = rank∆†∆ = 22n−1k. We recall that

∆ is the (N+22n−1k)×22n−1k matrix thus dim∆†∆ = 22n−1k, and we use the rank-nullity theorem: dim∆†∆ = rank∆†∆+Ker∆†∆,
then we obtain

Ker∆†∆ = 0, (2.146)

where KerA means the dimension of the kernel ofA. If the kernel dimension of the matrixA is zero then the inverse matrix of
A is existence, hence there is (∆†∆)−1 for (2.146). This is just the assurance of the existence of the inverseE(1)

k .

Next, we will prove the existence of the inverseE(2)
k . The Weyl operator∆ contains the coordinate parameterx, therefore the

non-degeneracy condition (2.145) holds for allx 4. Because of this fact and∆ = C(x⊗ 1k) + D, we obtain

rank∆(∞) = rankC(x⊗ 1k) = 22n−1k (2.147)

Now we recall thatx⊗ 1k = xµeµ ⊗ 1k is the 22n−1k× 22n−1k invertible matrix, since we can give the inverse ofx asx−1 = xµ

∥x∥2 e†µ
explicitly. Hence,

rankC = rankC(x⊗ 1k) = 22n−1k. (2.148)

We can also obtain the rank ofD: rank D = rank ∆(0) = 22n−1k. These facts give that rank∆ = 22n−1k ⇒ rank C =
rank D = 22n−1k, and the inverse fact: rankC = rank D = 22n−1k ⇒ rank ∆ = 22n−1k is trivial. Therefore we obtain
rank∆ = 22n−1k ⇐⇒ rankC = rankD = 22n−1k. We take the 22n−1k× 22n−1k matrixC†∆ to the same situations as (2.147) and
(2.148), and we use the expansionC†∆ = C†C(x⊗ 1k) +C†D then

rankC†∆(x) = rankC†∆(∞) = rankC†C(x⊗ 1k) = rankC†C = rankC = 22n−1k. (2.149)

For this reasion and the rank-nullity theorem, we obtain KerC†∆ = Ker ∆†C = 0. This means that the mapsC†∆ : C22n−1k →
C22n−1k and∆†C : C22n−1k → C22n−1k are bijective, and the map (∆†∆)−1 : C22n−1k → C22n−1k is also bijective from the above proof.
Therefore, using the bijective map composition, we find that the mapC†∆ ◦ (∆†∆)−1 ◦∆†C : C22n−1k → C22n−1k becomes bijective.
If a map is bijective then the existence of the inverse map, thus the matrixC†∆(∆†∆)−1∆†C is invertible. Therefore we have
shown the existence of the inverseE(2)

k .

4Technically∆(x) does not have to satisfy the non-degeneracy condition at the instantons positions.
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2.4.4 The approximate charge density of the ’t Hooftk = 2,3 instantons

Here we lead to the approximate charge density of the ’t Hooftk = 2,3 instantons (2.77).
For latter convenience, we show the following relations with usinge†µeν = Σ

(+)
µν /2+ δµν.

2
(
x̃µae†ν − x̃νae†µ

)
x̃b = x̃µa x̃ρbΣ

(+)
νρ − x̃νax̃ρaΣ

(+)
µρ , (2.150a)

x̃†ax̃b + x̃†bx̃a = x̃µa x̃νb
(
e†µeν + e†νeµ

)
= x̃µa x̃νb

(
Σ(+)
µν /2+ Σ

(+)
νµ /2+ 2δµν

)
= 2x̃µa x̃µb. (2.150b)

k = 2 approximate chage density

We first calculate 1/ϕ:

1
ϕ
=

1

1+
λ2

1

∥x̃1∥2 +
λ2

2

∥x̃2∥2

=
∥x̃1∥2∥x̃2∥2

∥x̃1∥2∥x̃2∥2 + λ2
1∥x̃2∥2 + λ2

2∥x̃1∥2
. (2.151)

f µνe†µeν =
(
λ1 x̃µ1
∥x̃1∥2

λ2 x̃µ2
∥x̃2∥2

) 1(
λ2

1 + ∥x̃1∥2
) (
λ2

2 + ∥x̃2∥2
)
− λ2

1λ
2
2

(
λ2

2 + ∥x̃2∥2 −λ1λ2

−λ1λ2 λ2
1 + ∥x̃1∥2

)  λ1 x̃ν1
∥x̃1∥2
λ2 x̃ν2
∥x̃2∥2

 e†µeν

=
1

λ2
1∥x̃2∥2 + λ2

2∥x̃1∥2 + ∥x̃1∥2∥x̃2∥2

λ2
1

(
λ2

2 + ∥x̃2∥2
)

x̃µ1 x̃ν1
∥x̃1∥4

+
−λ2

1λ
2
2x̃µ2 x̃ν1

∥x̃1∥2∥x̃2∥2
+
−λ2

1λ
2
2x̃µ1 x̃ν2

∥x̃1∥2∥x̃2∥2
+
λ2

2

(
λ2

1 + ∥x̃1∥2
)

x̃µ2 x̃ν2
∥x̃2∥4

 e†µeν

=
1

λ2
1∥x̃2∥2 + λ2

2∥x̃1∥2 + ∥x̃1∥2∥x̃2∥2

(λ2
1

(
λ2

2 + ∥x̃2∥2
)

∥x̃1∥2
122n−1 −

λ2
1λ

2
2

∥x̃1∥2∥x̃2∥2
(
x̃†1x̃2 + x̃†2x̃1︸        ︷︷        ︸
=2x̃µ1 x̃µ212n−1

2

)
+
λ2

2

(
λ2

1 + ∥x̃1∥2
)

∥x̃2∥2
122n−1

)

=
λ2

1∥x̃2∥4 + λ2
2∥x̃1∥4 + λ2

1λ
2
2

(
∥x̃1∥2 + ∥x̃2∥2 − 2x̃µ1 x̃µ2

)(
λ2

1∥x̃2∥2 + λ2
2∥x̃1∥2 + ∥x̃1∥2∥x̃2∥2

)
∥x̃1∥2∥x̃2∥2

122n−1 (2.152)

Therefore thek = 2 approximate charge density becomes

Q(k=2) = − (4n)!
ϕ2n

Tr

λ2
1∥x̃2∥4 + λ2

2∥x̃1∥4 + λ2
1λ

2
2

(
∥x̃1∥2 + ∥x̃2∥2 − 2x̃µ1 x̃µ2

)(
λ2

1∥x̃2∥2 + λ2
2∥x̃1∥2 + ∥x̃1∥2∥x̃2∥2

)
∥x̃1∥2∥x̃2∥2

122n−1


2n

= −(4n)! · 22n−1

λ
2
1∥x̃2∥4 + λ2

2∥x̃1∥4 + λ2
1λ

2
2

(
∥x̃1∥2 + ∥x̃2∥2 − 2x̃µ1 x̃µ2

)
(
λ2

1∥x̃2∥2 + λ2
2∥x̃1∥2 + ∥x̃1∥2∥x̃2∥2

)2


2n

. (2.153)

k = 3 approximate charge density

We first calculate the inverce matrix ofE(1)
k :

(E(1)
k )−1 =

λ
2
1 + ∥x̃1∥2 λ1λ2 λ1λ3

λ1λ2 λ2
2 + ∥x̃2∥2 λ2λ3

λ1λ3 λ2λ3 λ2
3 + ∥x̃3∥2


−1

=
1(

λ2
1 + ∥x̃1∥2

) (
λ2

2 + ∥x̃2∥2
) (
λ2

3 + ∥x̃3∥2
)
+ 2λ2

1λ
2
2λ

2
3 − λ2

1λ
2
2

(
λ2

3 + ∥x̃3∥2
)
− λ2

2λ
2
3

(
λ2

1 + ∥x̃1∥2
)
− λ2

1λ
2
3

(
λ2

2 + ∥x̃2∥2
)

×


(
λ2

2 + ∥x̃2∥2
) (
λ2

3 + ∥x̃3∥2
)
− λ2

2λ
2
3 λ1λ2λ

2
3 − λ1λ2

(
λ2

3 + ∥x̃3∥2
)

λ1λ
2
2λ3 − λ1λ3

(
λ2

2 + ∥x̃2∥2
)

λ1λ
2
2λ3 − λ1λ2

(
λ2

3 + ∥x̃3∥2
) (

λ2
1 + ∥x̃1∥2

) (
λ2

3 + ∥x̃3∥2
)
− λ2

1λ
2
3 λ2

1λ2λ3 − λ2λ3

(
λ2

1 + ∥x̃1∥2
)

λ1λ
2
2λ3 − λ1λ3

(
λ2

2 + ∥x̃2∥2
)

λ2
1λ2λ3 − λ2λ3

(
λ2

1 + ∥x̃1∥2
) (

λ2
1 + ∥x̃1∥2

) (
λ2

2 + ∥x̃2∥2
)
− λ2

1λ
2
2


= γ̄

λ
2
2∥x̃3∥2 + λ2

3∥x̃2∥2 + ∥x̃2∥2∥x̃3∥2 −λ1λ2∥x̃3∥2 −λ1λ3∥x̃2∥2
−λ1λ2∥x̃3∥2 λ2

1∥x̃3∥2 + λ2
3∥x̃1∥2 + ∥x̃1∥2∥x̃3∥2 −λ2λ3∥x̃1∥2

−λ1λ3∥x̃2∥2 −λ2λ3∥x̃1∥2 λ2
1∥x̃2∥2 + λ2

2∥x̃1∥2 + ∥x̃1∥2∥x̃2∥2

 , (2.154)

where γ̄ B
1

λ2
1∥x̃2∥2∥x̃3∥2 + λ2

2∥x̃1∥2∥x̃3∥2 + λ2
3∥x̃1∥2∥x̃2∥2 + ∥x̃1∥2∥x̃2∥2∥x̃3∥2

.
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ϕ becomes

ϕ = 1+
λ2

1

∥x̃1∥2
+

λ2
2

∥x̃2∥2
+

λ2
3

∥x̃3∥2
=
λ2

1∥x̃2∥2∥x̃3∥2 + λ2
2∥x̃1∥2∥x̃3∥2 + λ2

3∥x̃1∥2x̃2∥2 + ∥x̃1∥2∥x̃2∥2∥x̃3∥2

∥x̃1∥2∥x̃2∥2∥x̃3∥2
. (2.155)

Using above results,

f µνe†µeν =
(
λ1 x̃µ1
∥x̃1∥2

λ2 x̃µ2
∥x̃2∥2

λ3 x̃µ3
∥x̃3∥2

)
γ̄

λ
2
2∥x̃3∥2 + λ2

3∥x̃2∥2 + ∥x̃2∥2∥x̃3∥2 −λ1λ2∥x̃3∥2 −λ1λ3∥x̃2∥2
−λ1λ2∥x̃3∥2 λ2

1∥x̃3∥2 + λ2
3∥x̃1∥2 + ∥x̃1∥2∥x̃3∥2 −λ2λ3∥x̃1∥2

−λ1λ3∥x̃2∥2 −λ2λ3∥x̃1∥2 λ2
1∥x̃2∥2 + λ2

2∥x̃1∥2 + ∥x̃1∥2∥x̃2∥2


×


λ1 x̃ν1
∥x̃1∥2
λ2 x̃ν2
∥x̃2∥2
λ3 x̃ν3
∥x̃3∥2

 e†µeν

= γ̄

(λ2
1

(
λ2

2∥x̃3∥2 + λ2
3∥x̃2∥2 + ∥x̃2∥2∥x̃3∥2

)
x̃µ1 x̃ν1

∥x̃1∥4
+
−λ2

1λ
2
2∥x̃3∥2x̃µ2 x̃ν1
∥x̃1∥2∥x̃2∥2

+
−λ2

1λ
2
3∥x̃2∥2x̃µ3 x̃ν1
∥x̃1∥2∥x̃3∥2

+
−λ2

1λ
2
2∥x̃3∥2x̃µ1 x̃ν2
∥x̃1∥2∥x̃2∥2

+
λ2

2

(
λ2

1∥x̃3∥2 + λ2
3∥x̃1∥2 + ∥x̃1∥2∥x̃3∥2

)
x̃µ2 x̃ν2

∥x̃2∥4
+
−λ2

2λ
2
3∥x̃1∥2x̃µ3 x̃ν2
∥x̃2∥2∥x̃3∥2

+
−λ2

1λ
2
3∥x̃2∥2x̃µ1 x̃ν3
∥x̃1∥2∥x̃3∥2

+
−λ2

2λ
2
3∥x̃1∥2x̃µ2 x̃ν3
∥x̃2∥2∥x̃3∥2

+
λ2

3

(
λ2

1∥x̃2∥2 + λ2
2∥x̃1∥2 + ∥x̃1∥2∥x̃2∥2

)
x̃µ3 x̃ν3

∥x̃3∥4

)
e†µeν

= γ̄

(
λ2

1∥x̃2∥4∥x̃3∥4 + λ2
2∥x̃1∥4∥x̃3∥4 + λ2

3∥x̃1∥4∥x̃2∥4

∥x̃1∥2∥x̃2∥2∥x̃3∥2
122n−1 +

λ2
1λ

2
2∥x̃3∥4

∥x̃1∥2∥x̃2∥2∥x̃3∥2
(
(∥x̃1∥2 + ∥x̃2∥2)122n−1 − x̃†2x̃1 − x̃†1x̃2

)
+

λ2
2λ

2
3∥x̃1∥4

∥x̃1∥2∥x̃2∥2∥x̃3∥2
(
(∥x̃2∥2 + ∥x̃3∥2)122n−1 − x̃†3x̃2 − x̃†2x̃3

)
+

λ2
1λ

2
3∥x̃2∥4

∥x̃1∥2∥x̃2∥2∥x̃3∥2
(
(∥x̃1∥2 + ∥x̃3∥2)122n−1 − x̃†3x̃1 − x̃†1x̃3

))
=

1(
λ2

1∥x̃2∥2∥x̃3∥2 + λ2
2∥x̃1∥2∥x̃3∥2 + λ2

3∥x̃1∥2∥x̃2∥2 + ∥x̃1∥2∥x̃2∥2∥x̃3∥2
)
∥x̃1∥2∥x̃2∥2∥x̃3∥2

×

(
λ2

1∥x̃2∥4∥x̃3∥4 + λ2
2∥x̃1∥4∥x̃3∥4 + λ2

3∥x̃1∥4∥x̃2∥4 + λ2
1λ

2
2∥x̃3∥4

(
∥x̃1∥2 + ∥x̃2∥2 − 2x̃µ1 x̃µ2

)
+ λ2

2λ
2
3∥x̃1∥4

(
∥x̃2∥2 + ∥x̃3∥2 − 2x̃µ2 x̃µ3

)
+ λ2

1λ
2
3∥x̃2∥4

(
∥x̃1∥2 + ∥x̃3∥2 − 2x̃µ1 x̃µ3

))
122n−1. (2.156)

Therefore we obtain thek = 3 approximate charge density as

Q(k=3) =
−(4n)!
ϕ2n

Tr
[
f µνe†µeν

]2n

= −(4n)! · 22n−1

[
γ
(
λ2

1∥x̃2∥4∥x̃3∥4 + λ2
2λ

2
3∥x̃1∥4

(
∥x̃2∥2 + ∥x̃3∥2 − 2x̃µ2 x̃µ3

)
+ λ2

2∥x̃1∥4∥x̃3∥4 + λ2
1λ

2
3∥x̃2∥4

(
∥x̃1∥2 + ∥x̃3∥2 − 2x̃µ1 x̃µ3

)
+ λ2

3∥x̃1∥4∥x̃2∥4 + λ2
1λ

2
2∥x̃3∥4

(
∥x̃1∥2 + ∥x̃2∥2 − 2x̃µ1 x̃µ2

))]2n

, (2.157)

where

γ =
1(

λ2
1∥x̃2∥2∥x̃3∥2 + λ2

2∥x̃1∥2∥x̃3∥2 + λ2
3∥x̃1∥2∥x̃2∥2 + ∥x̃1∥2∥x̃2∥2∥x̃3∥2

)2
. (2.158)

2.5 Clifford algebra and4n-dimensional ASD tensor

We showed that the 4n-dimensional ASD basis (tensor) which played the central roles of the ADHM construcion was constructed
from the (4n − 1)-dimensional Clifford algebra. In this section, we consider the Clifford algebra and the 4n-dimensional ASD
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m+ −m− mod 8 ω̃2 Cℓm(R) m+ −m− mod 8 ω̃2 Cℓm(R)
0 + GL(2m/2,R) 1 + GL(2(m−1)/2,R) ⊕GL(2(m−1)/2,R)
2 − GL(2m/2,R) 3 − GL(2(m−1)/2,C)
4 + GL(2(m−2)/2,H) 5 + GL(2(m−3)/2,H) ⊕GL(2(m−3)/2,H)
6 − GL(2(m−2)/2,H) 7 − GL(2(m−1)/2,C)

Table 2.1: The matrix rings GL(N; K) which are isomorphic to the real Clifford algebraCℓm+,m−(R). Herem= m+ +m−, N is the
matrix size and the symbolHmeans the quaternion.

m mod 2 Cℓm(C)
0 GL(22m,C)
1 GL(22m,C) ⊕GL(22m,C)

Table 2.2: The matrix rings GL(N; K) which are isomorphic to the complex Clifford algebraCℓm(C). Note thatω̃ is same
situation as the real one.

basis in more detail. In particular, we will give the explicit representations of the ASD basis by using the matrix representation
of the Clifford algebra.

Mathematically, a Clifford algebra is defined as an unital associative algebra that contains and is generated by a vector space
V over a fieldK, whereV is equipped with a quadratic formQ : V → K. The Clifford algebraCℓ(V,Q) is the most general
algebra generated byV subject to the condition

∀v ∈ V, v2 = Q(v)1, (2.159)

where the product on the left is that of the algebra, and the 1 denotes its multiplicative identity. The most important Clifford
algebras are those over real and complex vector spaces with nondegenerate quadratic forms.

Every nondegenerate quadratic form on a finite-dimensional space is equivalent ot the standard diagonal form:

Q(v) = v21 + · · · + v2m+ − v
2
m++1 − · · · − v2m++m− , (2.160)

wherem = m+ +m− is the dimension of the vector space. The pair of integers (m+,m−) is called the signature of the quadratic
form. The real vector space with this quadratic form is often denotedRm+,m− , and then the Clifford algebra onRm+,m− is denoted
Cℓm+,m−(R) which is called as “the real Clifford algebra”. For simplify, we take a standard basis{Γi} for Rm+,m− which is consists
of m= m+ +m− mutually orthogonal vector,m+ of which square to+1 andm− of which square to−1. In this basis, the algebra
Cℓm+,m−(R) havem+ vectors that square to+1 andm− vectors that square to−1. The symbolCℓm(R) means eitherCℓm,0(R) or
Cℓ0,m(R), we take the case that all signatures are negatives:Cℓm(R) ≡ Cℓ0,m(R) in this paper.

On the other hand, we can consider a complex vector space instead of the real vector space. In this case, the standard diagonal
form on the complex vector space is given by

Q(v) = v21 + v
2
2 + · · · + v2m, (2.161)

wherem is the dimension of the vector space. In the complex space, the signature of the quadratic form is not difference because
we can take the imaginary product of elementsvi 7→ ivi anytime. Therefore, when we consider up to isomorphism, there is only
one nondegenerate Clifford algebra for each dimensionm. We denote the Clifford algebra onCm with the standard quadratic
form byCℓm(C), call “the complex Clifford algebra”.

A particular importance of the real and the complex Clifford algebra is that each of the algebras is isomorphic to a full matrix
ring with entries fromR,C or H. Furthermore this isomorphism has the periodicity tom, known as “Bott periodicity”, and we
can completely classify the real and complex Clifford algebras with using this periodicity. Here we define ˜ω as

ω̃ B Γ1 . . .Γm =⇒ ω̃2 = (Γ1 . . .Γm)(Γ1 . . . Γm), (2.162)

whereΓi ∈ Cℓm(K). For the Bott periodicity theorem [38], the real/complex Clifford algebra exhibit an eightfold/twofold
periodicity (Table 2.1/2.2).

For convenience in this paper, we will organize the (4n− 1)-dimensional Clifford algebras again as following. Elements of
the real/complex Clifford algebraΓi ∈ Cℓm(K) (K = R/C) satisfying the relation:

ΓiΓ j + Γ jΓi = −2δi j , (2.163)
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4n-dim. mod 8 Cℓ4n−1(C) Cℓ4n−1(R)
4 GL(22n−1;C) ⊕GL(22n−1;C) GL(22n−2;H) ⊕GL(22n−2;H)
8 GL(22n−1;C) ⊕GL(22n−1;C) GL(22n−1;R) ⊕GL(22n−1;R)

Table 2.3: The matrix rings GL(N; K) which are isomorphic to the (4n − 1)-dimensional complex (real) Clifford algebra
Cℓ4n−1(C(R)). HereN is the matrix size and the symbolH means the quaternion.

where the indicesi, j run from 1 tom. In m= 4n− 1 dimensions5, we can introduce the chirality elementω as

ω = (−1)⌊(m+5)/4⌋Γ1Γ2 . . . Γm, Γi ∈ Cℓm(R), (2.164a)

ω = i⌊(m+5)/2⌋Γ1Γ2 . . .Γm, Γi ∈ Cℓm(C), (2.164b)

where the symbol⌊x⌋ is the floor function (for example:⌊2.8⌋ = 2, ⌊3⌋ = 3). Here we define the overall factor of the chirality
elementω for later convenience. For the Bott periodicity theorem (see Tabel 2.1 and Table 2.2), we can decompose the (4n− 1)-
dimensional Clifford algebra by using the chirality element. The projection operator is defined by

P± =
1
2

(1± ω). (2.165)

UsingP±, we can decompose the Clifford algebra as

Cℓm(K) = Cℓ(+)
m (K) ⊕Cℓ(−)

m (K), (2.166)

whereCℓ(±)
m (K) are defined by elements inCℓm(K) projected byP±. We callCℓ(±)

m (K) “the decomposed Clifford algebra”. Now
we choose the elements of the decomposed Clifford algebraΓ(±)

i ∈ Cℓ(±)
m (K) that satisfy the relationΓ(+)

i = −Γ
(−)
i .

Note that the elements of the decomposed Clifford algebraΓ(±)
i ∈ Cℓ(±)

m (K) satisfy the relation{Γ(±)
i , Γ(±)

j } = −2δi j , butΓ(±)
i are

not elements of the Clifford algebra. Because the elements of the decomposed Clifford algebra are not the algebraic generators.
The algebraic generators have the property that each element of the algebra is not produced by a product of other elements, that
is eiej · · · , et whereei ,ej , . . . ,et ∈ Q(K) andQ(K) is an algebra on the fieldK. The elements of the Clifford algebraΓi are
algebraic generators, thereforeΓi satisfies the relationΓiΓ j · · · , Γt, whereΓi , Γ j , . . . ,Γt ∈ Cℓm(K). On the other hand, the element
of the decomposed Clifford algebraΓ(±)

i does not satisfy the relationΓ(±)
i Γ

(±)
j · · · , Γ

(±)
t , whereΓ(±)

i , Γ(±)
j , . . . , Γ(±)

t ∈ Cℓ(±)
m (K).

We can construct the 4n-dimensional ASD tensorΣ(±)
µν form the (4n − 1)-dimensional Clifford algebraCℓ4n−1(K). Here the

4n-dimensional “ASD tensor” means that the tensor satisfies the ASD relation in 4n dimensions. We define the 4n-dimensional
basiseµ by

eµ = δµ4n1+ δµiΓ
(−)
i , e†µ = δµ4n1+ δµiΓ

(+)
i , (2.167)

where the indicesµ, ν, . . . run from 1 to 4n. Using this basis, we define the 4n-dimensional ASD tensor by

Σ(+)
µν = e†µeν − e†νeµ, Σ(−)

µν = eµe
†
ν − eνe

†
µ. (2.168)

We can confirm thatΣ(±)
µν satisfies the 4n-dimensional ASD relation:

Σ
(±)
[a1a2

. . .Σ(±)
a2n−1a2n] = ±

1
2n!

εa1a2...a2nb1b2...b2nΣ
(±)
b1b2

. . .Σ(±)
b2n−1b2n

(2.169)

whereΣ(+)
µν satisfies the self-dual equation andΣ(−)

µν satisfies the anti-self-dual equation respectively. We already showed that the
ASD basis which is constructed by above method satisfies the ASD relation at theorem 2.4.1 on p.33.

In order to discuss the 4n-dimensional ADHM construction in more detail, we need the explicit representations of the ASD
basis namely the matrix representations of the (4n−1)-dimensional Clifford algebraCℓ4n−1(K). Fortunately, we already know that
the real/complex Clifford algebras have the isomorphism with the matrix rings. For the Bott periodicity theorem, we summarize
the (4n − 1)-dimensions results into Table 2.3. This result is strong backbone to construct the matrix representations of ASD
basis. Although the higher-dimensional real Clifford algebra case is difficult in mathematically, we can represent the complex
Clifford algebra by the matrix in any 4n − 1 dimensions. Therefore we construct the four- and eight-dimensional ASD basis
explicitly as follows. Furthermore we show the matrix representation of the (4n − 1)-dimenaional complex Clifford algebra.

5Strictly speaking, the case of the complex Clifford algebra is able tom= 2n− 1.
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We note that the representation ofΓ(±)
i is not uniqueness because there is the following transformation that holds the relation

{Γ(±)
i ,Γ(±)

j } = −2δµν122n−1:

Γ(±)
µ 7→ Γ̃

(±)
i = MΓ(±)

i M−1, (2.170)

whereM ∈ U(22n−1). Therefore we find that the ASD basiseµ has the following freedom for the representations:

eµ 7→ ẽµ = MeµM−1, e†µ 7→ ẽ†µ = Me†µM−1. (2.171)

We use the tensor product of the following 2× 2 matrices. The complex Clifford algebraCℓm(C) is constructed by the Pauli
matrices:

σ1 =

(
0 1
1 0

)
, σ2 =

(
0 −i
i 0

)
, σ3 =

(
1 0
0 −1

)
, σ0 = 12. (2.172)

On the other hand, the real Clifford algebrasCℓm(R) are constructed by the following matrices [39]:

τ1 =

(
0 1
1 0

)
, τ2 =

(
0 −1
1 0

)
, τ3 =

(
1 0
0 −1

)
, τ0 = 12. (2.173)

For simplicity, we omit the tensor (Kronecker) product symbol⊗ in the following discussions. For example,σi j meansσi ⊗ σ j .

The complex basis in four dimensions

We construct the four-dimensional ASD tensor from the three-dimensional Clifford algebra. The matrix representation of the
three-dimensional complex Clifford algebraCℓ3(C) is given by

Γ1 =

(
iσ1 0
0 −iσ1

)
, Γ2 =

(
iσ2 0
0 −iσ2

)
, Γ3 =

(
iσ3 0
0 −iσ3

)
. (2.174)

The chiral elementω and the projection operatorsP± are

ω = Γ1Γ2Γ3 =

(
12 0
0 −12

)
, P+ =

(
12 0
0 0

)
, P− =

(
0 0
0 12

)
. (2.175)

Using these matrices, we obtain
Γ

(±)
i = ±iσi , (2.176)

wherei = 1,2,3. Therefore we obtain the four-dimensional ASD complex basis:

eµ = δµ412 − iδµiσi , e†µ = δµ412 + iδµiσi . (2.177)

This basis is just the quaternion basis which is used in the four-dimensional ADHM construction.

The real basis in four dimensions

For Table 2.3, the three-dimensional real Clifford algebraCℓ3(R) is isomorphic toH ⊕H. However we use real matrix represen-
tation to implement the orthogonal gauge group. The real matrix representation ofCℓ3(R) is given by

Γ1 =

(
τ12 0
0 −τ12

)
, Γ2 =

(
τ20 0
0 −τ20

)
, Γ3 =

(
τ32 0
0 −τ32

)
. (2.178)

The chiral elementω and the projection operatorsP± are

ω = Γ1Γ2Γ3 =

(
−14 0
0 14

)
, P+ =

(
0 0
0 14

)
, P− =

(
14 0
0 0

)
. (2.179)

ThereforeΓ(±)
i are

Γ
(±)
1 = ∓τ12, Γ

(±)
2 = ∓τ20, Γ

(±)
3 = ∓τ32, (2.180)

and we obtain the four-dimensional ASD tensor by using (2.167) and (2.168).

xµeµ =


x4 −x3 −x2 −x1

x3 x4 x1 −x2

x2 −x1 x4 x3

x1 x2 −x3 x4

 . (2.181)

If this real basis is used in the four-dimensional ADHM construction, the gauge group becomesG = O(N).
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The complex basis in eight dimensions

Type I The matrix representation ofCℓ7(C) is given by

Γ1 =

(
iσ133 0

0 −iσ133

)
, Γ2 =

(
iσ233 0

0 −iσ233

)
, Γ3 =

(
iσ013 0

0 −iσ013

)
,

Γ4 =

(
iσ023 0

0 −iσ023

)
, Γ5 =

(
iσ001 0

0 −iσ001

)
, Γ6 =

(
iσ002 0

0 −iσ002

)
, Γ7 =

(
iσ333 0

0 −iσ333

)
. (2.182)

Using (2.164b), the chiral elementω is given by

ω = (−1)Γ1Γ2Γ3Γ4Γ5Γ6Γ7 =

(
18 0
0 −18

)
. (2.183)

The projection operatorsP± are

P+ =

(
18 0
0 0

)
, P− =

(
0 0
0 18

)
. (2.184)

Therefore we obtain

Γ
(±)
1 = ±iσ133, Γ

(±)
2 = ±iσ233, Γ

(±)
3 = ±iσ013,

Γ
(±)
4 = ±iσ023, Γ

(±)
5 = ±iσ001, Γ

(±)
6 = ±iσ002, Γ

(±)
7 = ±iσ333. (2.185)

We now define ˜z1 B x2 + ix1, z̃2 B x4 + ix3, z̃3 B x6 + ix5, z̃4 B x8 + ix7 and these complex conjugate denote ˜z†i .

xµeµ =



x8 − ix7 −x6 − ix5 −x4 − ix3 0 −x2 − ix1 0 0 0
x6 − ix5 x8 + ix7 0 x4 + ix3 0 x2 + ix1 0 0
x4 − ix3 0 x8 + ix7 −x6 − ix5 0 0 x2 + ix1 0

0 −x4 + ix3 x6 − ix5 x8 − ix7 0 0 0 −x2 − ix1

x2 − ix1 0 0 0 x8 + ix7 −x6 − ix5 −x4 − ix3 0
0 −x2 + ix1 0 0 x6 − ix5 x8 − ix7 0 x4 + ix3

0 0 −x2 + ix1 0 x4 − ix3 0 x8 − ix7 −x6 − ix5

0 0 0 x2 − ix1 0 −x4 + ix3 x6 − ix5 x8 + ix7


(2.186a)

=



z̃†4 −z̃3 −z̃2 0 −z̃1 0 0 0
z̃†3 z̃4 0 z̃2 0 z̃1 0 0
z̃†2 0 z̃4 −z̃3 0 0 z̃1 0
0 −z̃†2 z̃†3 z̃†4 0 0 0 −z̃1

z̃†1 0 0 0 z̃4 −z̃3 −z̃2 0
0 −z̃†1 0 0 z̃†3 z̃†4 0 z̃2

0 0 −z̃†1 0 z̃†2 0 z̃†4 −z̃3

0 0 0 z̃†1 0 −z̃†2 z̃†3 z̃4


=

(
B̃+ C̃† Ã
−Ã† B̃+ C̃

)
, (2.186b)

whereÃ, B̃, C̃ are the 4 complex matrices which are defined by

ÃB


−z̃1 0 0 0
0 z̃1 0 0
0 0 z̃1 0
0 0 0 −z̃1

 , B̃B


0 −z̃3 −z̃2 0
z̃†3 0 0 z̃2

z̃†2 0 0 −z̃3

0 −z̃†2 z̃†3 0

 , C̃ B


z̃4 0 0 0
0 z̃†4 0 0
0 0 z̃†4 0
0 0 0 z̃4

 , (2.187)

Type II Of course, we can take another matrix representation:

Γ1 =

(
iσ112 0

0 −iσ112

)
, Γ2 =

(
iσ120 0

0 −iσ120

)
, Γ3 =

(
−iσ132 0

0 iσ132

)
,

Γ4 =

(
−iσ221 0

0 iσ221

)
, Γ5 =

(
iσ223 0

0 −iσ223

)
, Γ6 =

(
−iσ202 0

0 iσ202

)
, Γ7 =

(
iσ300 0

0 −iσ300

)
. (2.188)
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In this case, the chiral elementω becomes same as type I thus the projection operators becomes same as type I also. Therefore
Γ

(±)
i are

Γ
(±)
1 = ±iσ112, Γ

(±)
2 = ±iσ120, Γ

(±)
3 = ∓iσ132,

Γ
(±)
4 = ∓iσ221, Γ

(±)
5 = ±iσ223, Γ

(±)
6 = ∓iσ202, Γ

(±)
7 = ±iσ300, (2.189)

The basis (2.189) is used to construct the Grossman’s one-instantons [31].
We now definez1 B x1 + ix4, z2 B x2 + ix5, z3 B x3 + ix6, z4 B x8 + ix7 and these complex conjugate denotez†i .

xµeµ =



x8 − ix7 0 0 0 0 x3 − ix6 −x2 + ix5 −x1 − ix4

0 x8 − ix7 0 0 −x3 + ix6 0 x1 − ix4 −x2 − ix5

0 0 x8 − ix7 0 x2 − ix5 −x1 + ix4 0 −x3 − ix6

0 0 0 x8 − ix7 x1 + ix4 x2 + ix5 x3 + ix6 0
0 x3 + ix6 −x2 − ix5 −x1 + ix4 x8 + ix7 0 0 0

−x3 − ix6 0 x1 + ix4 −x2 + ix5 0 x8 + ix7 0 0
x2 + ix5 −x1 − ix4 0 −x3 + ix6 0 0 x8 + ix7 0
x1 − ix4 x2 − ix5 x3 − ix6 0 0 0 0 x8 + ix7


(2.190a)

=



z†4 0 0 0 0 z†3 −z†2 −z1

0 z†4 0 0 −z†3 0 z†1 −z2

0 0 z†4 0 z†2 −z†1 0 −z3

0 0 0 z†4 z1 z2 z3 0
0 z3 −z2 −z†1 z4 0 0 0
−z3 0 z1 −z†2 0 z4 0 0
z2 −z1 0 −z†3 0 0 z4 0
z†1 z†2 z†3 0 0 0 0 z4


=

(
B† A
−A† B

)
, (2.190b)

whereA, B are the 4 complex matrices which are defined by

AB


0 z†3 −z†2 −z1

−z†3 0 z†1 −z2

z†2 −z†1 0 −z3

z1 z2 z3 0

 , BB z414. (2.191)

The real basis in eight dimensions

The matrix representation ofCℓ7(R) is given by

Γ1 =

(
τ222 0
0 −τ222

)
, Γ2 =

(
τ012 0
0 −τ012

)
, Γ3 =

(
τ201 0
0 −τ201

)
,

Γ4 =

(
τ032 0
0 −τ032

)
, Γ5 =

(
τ120 0
0 −τ120

)
, Γ6 =

(
τ320 0
0 −τ320

)
, Γ7 =

(
τ203 0
0 −τ203

)
. (2.192)

Using (2.164a), the chiral elementω is given by

ω = (−1)Γ1Γ2Γ3Γ4Γ5Γ6Γ7 =

(
18 0
0 −18

)
. (2.193)

The projection operatorsP± are

P+ =

(
18 0
0 0

)
, P− =

(
0 0
0 18

)
. (2.194)

Therefore we obtain

Γ
(±)
1 = ±τ222, Γ

(±)
2 = ±τ012, Γ

(±)
3 = ±τ201,

Γ
(±)
4 = ±τ032, Γ

(±)
5 = ±τ120, Γ

(±)
6 = ±τ320, Γ

(±)
7 = ±τ203. (2.195)
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xµeµ =



x8 x4 x6 x2 x7 x3 x5 x1

−x4 x8 −x2 x6 x3 −x7 −x1 x5

−x6 x2 x8 −x4 −x5 −x1 x7 x3

−x2 −x6 x4 x8 x1 −x5 x3 −x7

−x7 −x3 x5 −x1 x8 x4 −x6 x2

−x3 x7 x1 x5 −x4 x8 −x2 −x6

−x5 x1 −x7 −x3 x6 x2 x8 −x4

−x1 −x5 −x3 x7 −x2 x6 x4 x8


(2.196)

The complex basis in4n dimensions

There are systematic construction of the matrix representation of the complex Clifford algebras [40]. Using this constrution, we
obtain the (4n− 1)-dimensional decomposed Clifford algebra:

Γ
(±)
1 = ±iσ(1)

1 ⊗ σ
(2)
3 ⊗ · · · ⊗ σ

(2n−1)
3 , Γ

(±)
2 = ±iσ(1)

2 ⊗ σ
(2)
3 ⊗ · · · ⊗ σ

(2n−1)
3 ,

Γ
(±)
3 = ±iσ(1)

0 ⊗ σ
(2)
1 ⊗ · · · ⊗ σ

(2n−1)
3 , Γ

(±)
4 = ±iσ(1)

0 ⊗ σ
(2)
2 ⊗ · · · ⊗ σ

(2n−1)
3 ,

...
...

Γ
(±)
4n−3 = ±iσ(1)

0 ⊗ σ
(2)
0 ⊗ · · · ⊗ σ

(2n−1)
1 , Γ

(±)
4n−2 = ±iσ(1)

0 ⊗ σ
(2)
0 ⊗ · · · ⊗ σ

(2n−1)
2 ,

Γ
(±)
4n−1 = ±iσ(1)

3 ⊗ σ
(2)
3 ⊗ · · · ⊗ σ

(2n−1)
3 , (2.197)

whereσi are the Pauli matrices andσ0 = 12. These matrices are multiplied imaginary with the matrix as the Brauer-Weyl
matrices. The Brauer-Weyl matrix is often used as the higher dimensional gamma matrix in Physics.

2.6 The higher dimensional ADHM equation

In four dimension, we could rewrite the ADHM constraint with canonical form to more easily formal which usually called the
ADHM equation (1.52). Similarly, for previous subsection 2.2, we have found that the higher dimensional ADHM constraints
with canonical form are able to rewritten as the ADHM equations (2.42), (2.43) and (2.44). Thus we have the following question:
What is character of the ADHM equations in higher dimensions? Let us examine the higher dimensional ADHM equation in
more detail to solve this question.

In four dimensions, the property of the ASD basis asσiσ j = iεi jkσk (i, j, k = 1,2,3) is essential to lead the ADHM equation.
This property means that the ASD basis, which is the quaternion or the Pauli matrices, is closure under the multiplication. Un-
fortunately the higher dimensional ASD basis which is obtained from the Clifford algebra is not closure under the multiplication.
It is not straightforward that we algebraically lead the higher dimensional equation by the method as similar as the four dimen-
sional one, but is benefitical to discuss the algebraic property of the ADHM equation in higher dimensions. We first consider the
ADHM equation that is associated with the first ADHM constraint (2.42).T†T is expanded as

T†T = e†µeν ⊗ TµTν =

(
δµν122n−1 +

1
2
Σ(+)
µν

)
⊗ TµTν = 122n−1 ⊗ T2 +

1
2
Σ(+)
µν ⊗ TµTν. (2.198)

For (2.105) and (2.106a),

Σ(+)
µν = e†µeν − e†νeµ

= 2
(
e†µeν − δµν122n−1

)
= 2

{
(δµ#122n−1 + δµiγi)(δν#122n−1 − δν jγ j) − δµν122n−1

}
= 2(δµ#δν#122n−1 − δµ#δν jγ j + δν#δµiγi − δµiδν jγiγ j − δµν122n−1). (2.199)

In the case of four dimensions, the fourth term in above equation becomesγiγ j = −σiσ j = −iεi jkσk = −εi jkγk (i, j, k = 1,2, 3),
thus we algebraic lead the ADHM equations easily. On the other hand, in higher dimensions, the fourth term is not proportional
to γi , i.e. the ASD basis is not closure , thus we can not lead a practical algebraic form of the ADHM equation which is similar
to the four dimensions one (1.52).
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Now we introduce the basisXα which is defined by the multiplication ofγi : {Xa} B {γiγ j} (i , j). Moreover we define the
set of basisYβ by the sum sets ofγi andXa:

{Yβ} B {γi} ⊕ {Xα} = {γi} ⊕ {γiγ j}. (i , j) (2.200)

Expand the ASD tensorΣ(+)
µν with usingXα,Yβ:

Σ(+)
µν = 2(δµ#δν#122n−1 − δµ#δν jγ j + δν#δµiγi − δµiδν jγiγ j − δµν122n−1)

= 2
(
−δµ#δν jγ j + δν#δµiγi + F α

µνXα

)
∵ γiγi = −122n−1 (not summed)

C 2Σβ(+)
µν Yβ, (2.201)

whereF α
µν is a third-order tensor that is satisfyF α

µνXα = −δµiδν jγiγ j (µ , ν). Thus (2.198) becomes

T†T = 122n−1 ⊗ T2 + Yβ ⊗ Σβ(+)
µν TµTν. (2.202)

Similarly, let us consider thatS†S term is expanded by suitable basis.Zγ denotes the new basis which are satisfy as

S†S = 122n−1 ⊗ S(1) + Yβ ⊗ Sβ(2) + Zγ ⊗ Sγ(3). (2.203)

HereS(1),S(2),S(3) arek × k matrices. By definition ofS, for all S†S is able to written as∃Ia ∈ U(k) s.t. S†S = Aa ⊗ Ia

whereAa are the group elements of U(22n−1) anda = 1,2, . . . ,22(2n−1). If four dimensional case (n = 1) thenAa are the group
elements of U(2), thusAa are just the four-dimensional ASD bais:Aµ = eµ (µ = 1,2, 3,4). This fact means that the ASD basis
eµ spansS†S, namely, in four dimensions , we do not have to introduce the new basisZγ in (2.203). On the other hand, in higher
dimensions (n ≥ 2), the ASD basiseµ can not spansS†S. This fact is easily shown as follows. If the ASD baiseµ (and these
maltiply eµeν) spanS†S then the elements number of set{122n−1} ⊕ {Yβ} equal as (or more than) the elements number of basis set
U(22n−1). However the elements number of set{122n−1} ⊕ {Yβ} becomes 1+ (4n− 1)+ (4n− 1) · (4n− 2)/2 = 8n2 − 2n+ 1 and
the elements number of basis set U(22n−1) is 22(2n−1), 22(2n−1) > 8n2 − 2n+ 1 in higher dimensions (n ≥ 2). Therefore the ASD
basis does not spanS†S in higher dimensions (n ≥ 2). For this reason, we have been needing the new basisZγ to expandS†S in
higher dimensions.

Here we expand the first ADHM constraint with using (2.202) and (2.203),

T†T + S†S = 122n−1 ⊗ E(1)
k ⇐⇒ 122n−1 ⊗ T2 + Yβ ⊗ Σβ(+)

µν TµTν + 122n−1 ⊗ S(1) + Yβ ⊗ Sβ(2) + Zγ ⊗ Sγ(3) = 122n−1 ⊗ E(1)
k ,

⇐⇒ 122n−1 ⊗
(
T2 + S(1)

)
+ Yβ ⊗

(
Σ
β(+)
µν TµTν + Sβ(2)

)
+ Zγ ⊗ Sγ(3) = 122n−1 ⊗ E(1)

k . (2.204)

thus we obtain

Σ
β(+)
µν TµTν + Sβ(2) = 0, (2.205a)

Sγ(3) = 0. (2.205b)

The first equation is a higher-dimensionalization of the four dimensional ADHM equation which is combined with theT term
and theS term. On the other hand, the second equation is a new type equation with only theS term. Next, as one example, let
us lead the eight dimensional ADHM equation in explicitly.

2.6.1 An eight-dimensional U(8) ADHM equaiton

In this subsection, we will lead an explicitly eight-dimensional ADHM equations with U(8) gauge group. Here we use the basis
(2.189).

Let us lead the explicit form of the ADHM equations which are associated with the first ADHM constraint (2.42), we call
these equations as “the first ADHM equations”. Now we recallT = eµ ⊗ Tµ in (2.41), then the Weyl operator withoutx terms is
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rewritten to

∆̃ =

(
S[8]×[8k]

eµ [8] ⊗ Tµ
[k]

)
[8+8k]×[8k]

=



S1 S2 S3 S4 S5 S6 S7 S8

T8 − iT 7 0 0 0 0 T3 − iT 6 −T2 + iT 5 −T1 − iT 4

0 T8 − iT 7 0 0 −T3 + iT 6 0 T1 − iT 4 −T2 − iT 5

0 0 T8 − iT 7 0 T2 − iT 5 −T1 + iT 4 0 −T3 − iT 6

0 0 0 T8 − iT 7 T1 + iT 4 T2 + iT 5 T3 + iT 6 0
0 T3 + iT 6 −T2 − iT 5 −T1 + iT 4 T8 + iT 7 0 0 0

−T3 − iT 6 0 T1 + iT 4 −T2 + iT 5 0 T8 + iT 7 0 0
T2 + iT 5 −T1 − iT 4 0 −T3 + iT 6 0 0 T8 + iT 7 0
T1 − iT 4 T2 − iT 5 T3 − iT 6 0 0 0 0 T8 + iT 7



=



S1 S2 S3 S4 S5 S6 S7 S8

L†4 0 0 0 0 L†3 −L†2 −L1

0 L†4 0 0 −L†3 0 L†1 −L2

0 0 L†4 0 L†2 −L†1 0 −L3

0 0 0 L†4 L1 L2 L3 0
0 L3 −L2 −L†1 L4 0 0 0
−L3 0 L1 −L†2 0 L4 0 0
L2 −L1 0 −L†3 0 0 L4 0
L†1 L†2 L†3 0 0 0 0 L4


C


Σ1 [8]×[4k] Σ2 [8]×[4k]

Ξ
†
2 [4k] Ξ1 [4k]

−Ξ†1 [4k] Ξ2 [4k]

 , (2.206)

where the matrix subscript [a] × [b] means the matrix size, and we have defined asL1 B T1 + iT 4, L2 B T2 + iT 5, L3 B
T3 + iT 6, L4 B T8 + iT 7. Now we recall thatTµ is Hermite, thusL†1 = T1 − iT 4, L†2 B T2 − iT 5, etc. We have defined by 8× 4k
matrices:Σ1,2 and 4k× 4k matricesΞ1,2 as follows:

Σ1 B
(
S1 S2 S3 S4

)
, Σ2 B

(
S5 S6 S7 S8

)
,

Ξ1 B


0 L†3 −L†2 −L1

−L†3 0 L†1 −L2

L†2 −L†1 0 −L3

L1 L2 L3 0

 , Ξ2 B


L4 0 0 0
0 L4 0 0
0 0 L4 0
0 0 0 L4

 = 14 ⊗ L4 (2.207)

Similarly, the conjugate of the Weyl operator withoutx terms is

∆̃† =
(
S† e†µ ⊗ Tµ

)

=



S†1 L4 0 0 0 0 −L†3 L†2 L1

S†2 0 L4 0 0 L†3 0 −L†1 L2

S†3 0 0 L4 0 −L†2 L†1 0 L3

S†4 0 0 0 L4 −L1 −L2 −L3 0
S†5 0 −L3 L2 L†1 L†4 0 0 0
S†6 L3 0 −L1 +L†2 0 L†4 0 0
S†7 −L2 L1 0 L†3 0 0 L†4 0
S†8 −L†1 −L†2 −L†3 0 0 0 0 L†4


=

(
Σ
†
1 Ξ2 −Ξ1

Σ
†
2 Ξ

†
1 Ξ

†
2

)
. (2.208)

For (2.206) and (2.208), the l.h.s. of the first ADHM equations (2.42) become

S†S + T†T = ∆̃†∆̃ =

(
Σ
†
1 Ξ2 −Ξ1

Σ
†
2 Ξ

†
1 Ξ

†
2

) 
Σ1 Σ2

Ξ
†
2 Ξ1

−Ξ†1 Ξ2

 =
(
Σ
†
1Σ1 + Ξ2Ξ

†
2 + Ξ1Ξ

†
1 Σ

†
1Σ2 + Ξ2Ξ1 − Ξ1Ξ2

Σ
†
2Σ1 + Ξ

†
1Ξ
†
2 − Ξ

†
2Ξ
†
1 Σ

†
2Σ2 + Ξ

†
1Ξ1 + Ξ

†
2Ξ2

)
. (2.209)



46 CHAPTER 2. IN4N DIMENSIONS (N ≥ 2)

For convenience, we introduce the 4k× 4k matrix X and decompose the first ADHM equations as

∆̃†∆̃ = 18 ⊗ E(1,3)
k ⇐⇒

(
∆†∆ = 12 ⊗ X[4k] and X = 14 ⊗ E(1,3)

k

)
(2.210)

For above equation, (2.209) becomes

∆̃†∆̃ = 18 ⊗ E(1,3)
k ⇐⇒

(
∆†∆ = 12 ⊗ X[4k] and X = 14 ⊗ E(1,3)

k

)
⇐⇒


Σ
†
1Σ2 + Ξ2Ξ1 − Ξ1Ξ2 = 0,

Σ
†
1Σ1 + Ξ2Ξ

†
2 + Ξ1Ξ

†
1 = Σ

†
2Σ2 + Ξ

†
1Ξ1 + Ξ

†
2Ξ2,

Σ
†
1Σ1 + Ξ2Ξ

†
2 + Ξ1Ξ

†
1 = 14 ⊗ E(1,3)

k ,

⇐⇒


[Ξ1,Ξ2] − Σ†1Σ2 = 0,

[Ξ1,Ξ
†
1] + [Ξ2,Ξ

†
2] + Σ†1Σ1 − Σ†2Σ2 = 0,

Σ
†
1Σ1 + Ξ2Ξ

†
2 + Ξ1Ξ

†
1 = 14 ⊗ E(1,3)

k .

(2.211)

First we expand the first equation of (2.211):

[Ξ1,Ξ2] − Σ†1Σ2 = 0 ⇐⇒ Ξ1(14 ⊗ L4) − (14 ⊗ L4)Ξ1 − Σ†1Σ2 = 0

⇐⇒


0 [L†3, L4] −[L†2, L4] −[L1, L4]

−[L†3, L4] 0 [L†1, L4] −[L2, L4]
[L†2, L4] −[L†1, L4] 0 −[L3, L4]
[L1, L4] [L2, L4] [L3, L4] 0

 −

S†1S5 S†1S6 S†1S7 S†1S8

S†2S5 S†2S6 S†2S7 S†2S8

S†3S5 S†3S6 S†3S7 S†3S8

S†4S5 S†4S6 S†4S7 S†4S8

 = 0. (2.212)

Next we expand the second equation of (2.211):

[Ξ1,Ξ
†
1] + [Ξ2,Ξ

†
2] + Σ†1Σ1 − Σ†2Σ2 = 0

⇐⇒


[L†3, L3] + [L†2, L2] + [L1, L

†
1] [L2, L

†
1] − [L†2, L1] [L3, L

†
1] − [L†3, L1] [L2, L3] − [L†2, L

†
3]

[L1, L
†
2] − [L†1, L2] [L†3, L3] + [L†1, L1] + [L2, L

†
2] [L3, L

†
2] − [L†3, L2] [L3, L1] − [L†3, L

†
1]

[L1, L
†
3] − [L†1, L3] [L2, L

†
3] − [L†2, L3] [L†2, L2] + [L†1, L1] + [L3, L

†
3] −[L2, L1] + [L†2, L

†
1]

−[L†2, L
†
3] + [L2, L3] [L†1, L

†
3] − [L1, L3] −[L†1, L

†
2] + [L1, L2] [L1, L

†
1] + [L2, L

†
2] + [L3, L

†
3]


+ 14 ⊗ [L4, L

†
4] +


S†1S1 − S†5S5 S†1S2 − S†5S6 S†1S3 − S†5S7 S†1S4 − S†5S8

S†2S1 − S†6S5 S†2S2 − S†6S6 S†2S3 − S†6S7 S†2S4 − S†6S8

S†3S1 − S†7S5 S†3S2 − S†7S6 S†3S3 − S†7S7 S†3S4 − S†7S8

S†4S1 − S†8S5 S†4S2 − S†8S6 S†4S3 − S†8S7 S†4S4 − S†8S8

 = 0.

(2.213)

Finally we expand the third equation of (2.211):

Σ
†
1Σ1 + Ξ2Ξ

†
2 + Ξ1Ξ

†
1 = 14 ⊗ E(1,3)

k

⇐⇒ −


−L†3L3 − L†2L2 − L1L†1 [L†2, L1] [L†3, L1] [L†2, L

†
3]

[L†1, L2] −L†3L3 − L†1L1 − L2, L
†
2 [L†3, L2] [L†3, L

†
1]

[L†1, L3] [L†2, L3] −L†2L2 − L†1L1 − L3L†3 −[L†2, L
†
1]

−[L2, L3] [L1, L3] −[L1, L2] −L1L†1 − L2L†2 − L3L†3


+ 14 ⊗ (L4L†4) +


S†1S1 S†1S2 S†1S3 S†1S4

S†2S1 S†2S2 S†2S3 S†2S4

S†3S1 S†3S2 S†3S3 S†3S4

S†4S1 S†4S2 S†4S3 S†4S4

 = 14 ⊗ E(1,3)
k .

(2.214)

We obtain the following equation since the diagonal components of (2.214):

[L2, L
†
2] − [L3, L

†
3] + S†4S4 − S†1S1 = 0, ∵ [4,4] − [1,1] components (2.215a)

[L3, L
†
3] − [L1, L

†
1] + S†4S4 − S†2S2 = 0, ∵ [4,4] − [2,2] components (2.215b)

[L1, L
†
1] − [L2, L

†
2] + S†4S4 − S†3S3 = 0, ∵ [4,4] − [3,3] components (2.215c)
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and since the off-diagonal components of (2.214):

[L1, L
†
2] + S†1S2 = 0, [L1, L2] + S†4S3 = 0, [L1, L

†
3] + S†1S3 = 0,

[L2, L3] + S†4S1 = 0, [L2, L
†
3] + S†2S3 = 0, [L3, L1] + S†4S2 = 0. (2.216)

Insert this result into the [1,2] component of (2.213):

[L†2, L1] − [L2, L
†
1] − S†1S2 + S†5S6 = 0 ⇐⇒ [L2, L

†
1] − S†5S6 = 0, ∵ [L1, L

†
2] + S†1S2 = 0

⇐⇒
(
[L2, L

†
1]
)†︸      ︷︷      ︸

=[L1,L
†
2]=−S†1S2

−S†6S5 = 0,

⇐⇒ S†6S5 = −S†1S2 ⇐⇒ S†5S6 = −S†2S1. (2.217)

We take same calculation for the other off-diagonal components:

S†5S6 = −S†2S1, S†5S7 = −S†3S1, S†5S8 = −S†4S1,

S†6S7 = −S†3S2, S†6S8 = −S†4S2, S†7S8 = −S†4S3. (2.218)

Next we consider the diagonal component of (2.216).

−[L1, L
†
1] + [L2, L

†
2] + [L3, L

†
3] − [L4, L

†
4] − S†1S1 + S†5S5 = 0, (2.219a)

[L1, L
†
1] − [L2, L

†
2] + [L3, L

†
3] − [L4, L

†
4] − S†2S2 + S†6S6 = 0, (2.219b)

[L1, L
†
1] + [L2, L

†
2] − [L3, L

†
3] − [L4, L

†
4] − S†3S3 + S†7S7 = 0, (2.219c)

−[L1, L
†
1] − [L2, L

†
2] − [L3, L

†
3] − [L4, L

†
4] − S†4S4 + S†8S8 = 0, (2.219d)

Now we can rewrite the two equations in the above equations to including onlyS term with using (2.215). For example, we take
(2.219a)− (2.219b) and then using (2.215), thus we lead the first following equation:

2
(
S†2S2 − S†4S4

)
+ S†3S3 − S†1S1 − S†7S7 + S†5S5 = 0, ∵ (2.219a)− (2.219c) (2.220a)

2
(
S†4S4 − S†1S1

)
+ S†3S3 − S†2S2 − S†7S7 + S†6S6 = 0, ∵ (2.219b)− (2.219c) (2.220b)

Finally we consider (2.212), but cannot rewrite this equations in more simplify.

[L4, L
†
1] + S†2S7 = 0, [L4, L1] + S†4S5 = 0, [L4, L

†
2] + S†3S5 = 0,

[L4, L2] + S†4S6 = 0, [L4, L
†
3] + S†1S6 = 0, [L4, L3] + S†4S7 = 0. (2.221)

and

S†1S5 = 0, S†2S6 = 0, S†3S7 = 0, S†4S8 = 0. (2.222a)

S†2S7 = −S†3S6, S†4S5 = −S†1S8, S†3S5 = −S†1S7,

S†4S6 = −S†2S8, S†1S6 = −S†2S5, S†4S7 = −S†3S8. (2.222b)

We now obtain the ADHM equations, and can roughly decompose these equations into two types: firstly the equations that
combineL(T) andS namely (2.215), (2.216), (2.219c), (2.219d) and (2.221), secondly the equations that contain onlyS namely
(2.218), (2.220) and (2.222). We assume that the origin of the equations that contain onlyS parts is the outer parts ofS†S to
the basisei . Let us prove this assumption as following. Thus we shall show that the assumption thatS is able to expanded by
the basiseµ, namelyS†S = (e†µ ⊗ S̃†µ)(eν ⊗ S̃ν), lead to (2.218), (2.220) and (2.222) as follows. DenoteM1 B S̃1 + iS̃4, M2 B
S̃2 + iS̃5, M3 B S̃3 + iS̃6, M4 B S̃8 + iS̃7 andM̄1 B S̃1 − iS̃4, M̄2 B S̃2 − iS̃5, M̄3 B S̃3 − iS̃6, M̄4 B S̃8 − iS̃7.
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(e†µ ⊗ S̃†µ)(eν ⊗ S̃ν)

=



M̄†4 0 0 0 0 −M†3 M†2 M̄†1
0 M̄†4 0 0 M†3 0 −M†1 M̄†2
0 0 M̄†4 0 −M†2 M†1 0 M̄†3
0 0 0 M̄†4 −M̄†1 −M̄†2 −M̄†3 0
0 −M̄†3 M̄†2 M†1 M†4 0 0 0

M̄†3 0 −M̄†1 M†2 0 M†4 0 0
−M̄†2 M̄†1 0 M†3 0 0 M†4 0
−M†1 −M†2 −M†3 0 0 0 0 M†4





M̄4 0 0 0 0 M̄3 −M̄2 −M1

0 M̄4 0 0 −M̄3 0 M̄1 −M2

0 0 M̄4 0 M̄2 −M̄1 0 −M3

0 0 0 M̄4 M1 M2 M3 0
0 M3 −M2 −M̄1 M4 0 0 0
−M3 0 M1 −M̄2 0 M4 0 0
M2 −M1 0 −M̄3 0 0 M4 0
M̄1 M̄2 M̄3 0 0 0 0 M4



=



M1 M̄†1M̄2 − M†2M1 M̄†1M̄3 − M†3M1 M†3M̄2 − M†2M̄3 0 M̄†4M̄3 − M†3M4 M†2M4 − M̄†4M̄2 M̄†1M4 − M̄†4M1

M̄†2M̄1 − M†1M2 M2 M̄†2M̄3 − M†3M2 M†1M̄3 − M†3M̄1 M†3M4 − M̄†4M̄3 0 M̄†4M̄1 − M†1M4 M̄†2M4 − M̄†4M2

M̄†3M̄1 − M†1M3 M̄†3M̄2 − M†2M3 M3 M†2M̄1 − M†1M̄2 M̄†4M̄2 − M†2M4 M†1M4 − M̄†4M̄1 0 M̄†3M4 − M̄†4M1

M̄†2M3 − M̄†3M2 M̄†3M1 − M̄†1M3 M̄†1M2 − M̄†2M1 M4 M̄†4M1 − M̄†1M4 M̄†4M2 − M̄†2M4 M̄†4M3 − M̄†3M4 0
0 M†4M3 − M̄4M̄†3 M̄†2M̄4 − M†4M2 M†1M̄4 − M†4M̄1 M5 M†1M2 − M̄†2M̄1 M†1M3 − M̄†3M̄1 M̄†3M2 − M̄†2M3

M̄†3M̄4 − M†4M3 0 M†4M1 − M̄†1M̄4 M†2M̄4 − M†4M̄2 M†2M1 − M̄†1M̄2 M6 M†2M3 − M̄†3M̄2 M̄†1M3 − M̄†3M1

M†4M2 − M̄†2M̄4 M̄†1M̄4 − M†4M1 0 M†3M̄4 − M†4M̄3 M†3M1 − M̄†1M̄3 M†3M2 − M̄†2M̄3 M7 M̄†2M1 − M̄†1M2

M†4M̄1 − M†1M̄4 M†4M̄2 − M†2M̄4 M†4M̄3 − M†3M̄4 0 M†2M̄3 − M†3M̄2 M†3M̄1 − M†1M̄3 M†1M̄2 − M†2M̄1 M8


(2.223a)

where


M1 B M†1M1 + M†2M2 + M†3M3 + M̄†4M̄4, M2 B M†1M1 + M̄†2M̄2 + M†3M3 + M̄†4M̄4,

M3 B M†1M1 + M†2M2 + M̄†3M̄3 + M̄†4M̄4, M4 B M̄†1M̄1 + M̄†2M̄2 + M̄†3M̄3 + M̄†4M̄4,

M5 B M†1M1 + M̄†2M̄2 + M̄†3M3 + M†4M4, M6 B M̄†1M̄1 + M†2M2 + M̄†3M̄3 + M†4M4,

M7 B M̄†1M̄1 + M̄†2M̄2 + M†3M3 + M†4M4, M8 B M†1M1 + M†2M2 + M†3M3 + M†4M4.

(2.223b)

≡



S†1S1 S†1S2 S†1S3 S†1S4 S†1S5 S†1S6 S†1S7 S†1S8

S†2S1 S†2S2 S†2S3 S†2S4 S†2S5 S†2S6 S†2S7 S†2S8

S†3S1 S†3S2 S†3S3 S†3S4 S†3S5 S†3S6 S†3S7 S†3S8

S†4S1 S†4S2 S†4S3 S†4S4 S†4S5 S†4S6 S†4S7 S†4S8

S†5S1 S†5S2 S†5S3 S†5S4 S†5S5 S†5S6 S†5S7 S†5S8

S†6S1 S†6S2 S†6S3 S†6S4 S†6S5 S†6S6 S†6S7 S†6S8

S†7S1 S†7S2 S†7S3 S†7S4 S†7S5 S†7S6 S†7S7 S†7S8

S†8S1 S†8S2 S†8S3 S†8S4 S†8S5 S†8S6 S†8S7 S†8S8


= S†S. (2.223c)

Now we compare (2.223a) with (2.223c), and then we obtain the following relations.

S†1S5 = S†2S6 = S†3S7 = S†4S8 = 0, (2.224)

these relations are just (2.222a) and

S†1S2 = −S†6S5, S†1S4 = −S†8S5, S†2S5 = −S†1S6, S†3S6 = −S†2S7,

S†1S3 = −S†7S5, S†2S4 = −S†8S6, S†3S5 = −S†1S7, S†4S6 = −S†2S8, (2.225)

S†2S3 = −S†7S6, S†3S4 = −S†8S7, S†4S5 = −S†1S8, S†4S7 = −S†3S8,

these relations are just (2.218) and (2.222b). For (2.223b) (and (2.223c)), we obtatin (2.220) also.

Therefore we found that the first ADHM equations more simplify when supposeS = eµ ⊗ S̃µ. Now the obtained first ADHM
equations is complex representations, thus we rewritten to the real representations by rewritingL to T. Moreover we note that
[Tµ,Tν] becomes [Tµ,Tν] because we can drop thexµ terms which are the identity matrix18. Hence we obtain the first ADHM
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equations under supposingS = eµ ⊗ S̃µ:

[T2,T5] − [T3,T6] +
i
2

(
S†4S4 − S†1S1

)
= 0,

[T3,T6] − [T1,T4] +
i
2

(
S†4S4 − S†2S2

)
= 0,

[T1,T4] − [T2,T5] +
i
2

(
S†4S4 − S†3S3

)
= 0, (2.226)

[T1,T4] + [T2,T5] − [T3,T6] − [T8,T7] − i
2

(
S†3S3 − S†7S7

)
= 0,

−[T1,T4] − [T2,T5] − [T3,T6] − [T8,T7] − i
2

(
S†4S4 − S†8S8

)
= 0, (2.227)

[T1,T2] + [T4,T5] +
1
2

(
S†1S2 − S†2S1

)
= 0, [T1,T5] − [T4,T2] +

i
2

(
S†1S2 + S†2S1

)
= 0,

[T1,T3] + [T4,T6] +
1
2

(
S†1S3 − S†3S1

)
= 0, [T1,T6] − [T4,T3] +

i
2

(
S†1S3 + S†3S1

)
= 0,

[T2,T3] + [T5,T6] +
1
2

(
S†2S3 − S†3S2

)
= 0, [T2,T6] − [T5,T3] +

i
2

(
S†2S3 + S†3S2

)
= 0,

[T1,T2] − [T4,T5] +
1
2

(
S†4S3 − S†3S4

)
= 0, [T1,T5] + [T4,T2] − i

2

(
S†4S3 + S†3S4

)
= 0,

[T2,T3] − [T5,T6] +
1
2

(
S†4S1 − S†1S4

)
= 0, [T2,T6] + [T5,T3] − i

2

(
S†4S1 + S†1S4

)
= 0,

[T3,T1] − [T6,T4] +
1
2

(
S†4S2 − S†2S4

)
= 0, [T3,T4] + [T6,T1] − i

2

(
S†4S2 + S†2S4

)
= 0,

[T8,T1] + [T7,T4] +
1
2

(
S†2S7 − S†7S2

)
= 0, [T8,T4] − [T7,T1] +

i
2

(
S†2S7 + S†7S2

)
= 0,

[T8,T2] + [T7,T5] +
1
2

(
S†3S5 − S†5S3

)
= 0, [T8,T5] − [T7,T2] +

i
2

(
S†3S5 + S†5S3

)
= 0,

[T8,T3] + [T7,T6] +
1
2

(
S†1S6 − S†6S1

)
= 0, [T8,T6] − [T7,T3] +

i
2

(
S†1S6 + S†6S1

)
= 0,

[T8,T1] − [T7,T4] +
1
2

(
S†4S5 − S†5S4

)
= 0, [T8,T4] + [T7,T1] − i

2

(
S†4S5 + S†5S4

)
= 0,

[T8,T2] − [T7,T5] +
1
2

(
S†4S6 − S†6S4

)
= 0, [T8,T5] + [T7,T2] − i

2

(
S†4S6 + S†6S4

)
= 0,

[T8,T3] − [T7,T6] +
1
2

(
S†4S7 − S†7S4

)
= 0, [T8,T6] + [T7,T3] − i

2

(
S†4S7 + S†7S4

)
= 0. (2.228)

Next we lead the ADHM equations which are associated with the second ADHM constraint, we call these equations as “the
second ADHM equations”. It is straightforward that we lead the second ADHM equations. The equation (2.43) stand without
change:

f Tµ = Tµ f . (2.229)

The equation (2.44) is satisfied if and only if the following equations is satisfied:

[Tµ,Tν] = 0. (2.230)

Note that I mistaken the second ADHM equations in [25], there is an omission of some equations.

2.7 Higher dimensional calorons

In this subsection, we consider higher-dimensional calorons and the monopole limit. It is well known that the Harrington-
Shepard (HS) one-caloron in the four dimensions can be generated by the ’t Hooft multi-instantons that are periodic in one
of the four coordinates [13]. Can we generate a higher-dimensional HS type one-caloron with the same method in the four
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dimensions? Let us discuss this question in the following. We will use the multi-instantons to produce the HS type caloron.
However, the ’t Hooft type multi-instantons in the higher dimensions are well-defined only if we assume the well-separated limit
(2.68). Therefore we use the ’t Hooft type multi-instanton with well-separated on the periodic coordinate directiont = x4n to
produce the higher-dimensional caloron.

We consider the situation that same size ’t Hooft type one-instantons are lined up on thex4n-direction with well-separated.
This gauge field is given by

Aµ(x) =
1
4
Σ(±)
µν ∂ν ln ϕ’t Hooft(x), (2.231)

where

ϕ’t Hooft(x) = 1+
P∑

p=−P

λ2

∥x − ax∥2 + (x4n − a4n
p )2

. (2.232)

Hereλ ∈ R is the instanton size,x = xi (i = 1,2, . . . ,4n − 1), ax ∈ R4n−1 is the instanton’s position (without thex4n-direction)
anda4n

p ∈ R is the positions on thex4n-direction. For the well-separated limit (2.68), thex4n-direction positiona4n
p satisfies the

condition: (a4n
p − a4n

q )2 ≫ λ2 (p , q).
Now we choose thex4n-direction positionsa4n

p = at − pβ (at, β ∈ R), and we take the limitP→ ∞ and thex4n-direction to
periodic direction with the periodicityβ asR4n→ R4n−1×S1. This situation replace the well-separated limit ((a4n

p −a4n
p+1)2 ≫ λ2

for all p) to the condition of the sizeλ and the periodicityβ:

β ≫ λ. (2.233)

In addition,ϕ’t Hooft(x) becomes

lim
p→∞

ϕ’t Hooft(x) = 1+
∞∑

p=−∞

λ2

∥x − ax∥2 + (t − (at − pβ))2

= 1+ µ2λ2
∞∑

p=−∞

1

µ2∥x − ax∥2 + (µ(t − at) + 2πp)2
, (2.234)

whereµ = 2π/β. Note that we demand the condition 2π ≫ µ2λ2 from β2 ≫ λ2, but this condition does not have an influence on
that we take the factorµ−2 from the dominator. Now we use the formula:

∞∑
p=−∞

1
a2 + (b+ 2πp)2

=
sinha

2a(cosha− cosb)
, (2.235)

then a gauge field of the HS type one-caloron in the higher dimensions (n ≥ 2) is given by

Aµ =
1
4
Σ(±)
µν ∂ν ln

(
1+

πλ2 sinh(2πr/β)
βr

(
cosh(2πr/β) − cos(2πt̃/β)

) ) , with β ≫ λ. (2.236)

Herer =
√

(xi − ai)2, t̃ = x4n − a4n, for anya4n ∈ [0, β) and the indexi = 1, . . . ,4n − 1. The conditionβ ≫ λ means that the
caloron’s size modulusλ is much smaller than the periodic coordinate sizeβ, hence we call this condition (2.233) as the small
size limit.

In four dimensions, the HS one-caloron becomes the gauge-equivalent to the BPS one-monopole when we take the limit
β/2πλ→ 0 [41, 42]. On the other hand, in the higher dimensions, the HS type one-caloron requires the small size limitβ/λ ≫ 1,
hence the monopole limitβ/2πλ→ 0 is evidently inconsistent with this limit. Therefore we can not take the monopole limit for
the HS type one-caloron in higher dimensions.
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Chapter 3

The Skyrme model in four dimensions

In this chapter, we review the Skyrme model in four dimensions.
The Skyrme model [8] is a model for hadrons in the low-energy effective theory of QCD. The model is a four-dimensional

non-linear sigma model whose target space isS3 ∼ SU(2), and composed of the fourth order derivative term in addition to the
canonical kinetic term. The fourth order derivative term guarantees the stability of solitons of co-dimension three, which are
called Skyrmions. The Skyrmions are characterized by the homotopy classπ3(SU(2)) = Z and they are regarded as Baryons.
The energy functional of the Skyrme model has the Bogomol’nyi bound given by the topological charge associated with the
homotopy. This topological charge is identified with the Baryon number. However, no analytic solutions that saturate the lower
bound of the energy have been found so far1. There have only been obtained the numerical solutions of Skyrmions, which
indeed exceed the energy bound. This reflects the fact that the original four dimensional Skyrme model does not have the BPS
property.

Finding proper solutions of Skyrmions is a long standing problem. There are several directions to construct solutions.
For example, the rational map ansatz provides a good approximation to the Skyrmion solutions [46]. This includes solutions
corresponding to higher Baryon numbers. Although they can not saturate the energy bound, the rational map solutions have
close energies to the normalized Baryon charges. Alternatively, there is another promising approach to Skyrmions known as the
Atiyah-Manton construction [10]. Atiyah and Manton pointed out that the holonomy of the Yang-Mills instantons in the four-
dimensional Euclid space2 gives a well approximated static Skyrmion solutions. Although, the origin of this approximation is
not transparent, a physical interpretation to the Atiyah-Manton construction of Skyrmions was discussed in [48, 49].

Even though the Skyrmion solutions are well-approximated by instantons, they never saturate the Bogomol’nyi bound of the
energy. In order to understand the obscure connection between the Yang-Mills instantons and Skyrmions, we need further pene-
trating analysis. In this context, inspired by a holographic QCD model [51], it is proposed a systematic derivation of the energy
functional for the static Skyrme field from the Yang-Mills action in four dimensions [50]. In the derivation, the introduction of
the tower of mesons originated from the Kaluza-Klein-like expansion modes in higher dimensions makes the Atiyah-Manton
solution have closer energy to the bound [52]. Therefore, including the higher expansion modes in the Atiyah-Manton solution
leads to the better approximation to the Skyrmions. Moreover, this relation is generalized to lower dimensions. For example, an
analogue of the Atiyah-Manton construction in two dimensions is proposed [53, 54] where the sine-Gordon soliton solution in
one dimensions is well-approximated by theCP1-lump – the two-dimensional instantons. These facts remarkably suggest that
there is a deep correspondence between instantons or solitons and Skyrmion-like objects in various dimensions.

The organization of this chapter as follows. Section 3.1 is introduced the Skyrme model and single Skyrmion. Section 3.2 is
reviewed the Sutcliffe’s truncation method which is leaded the Skyrme model from the (pure-)Yang-Mills action. Sectoin 3.3 is
reviewed the Atiyah-Manton construcion.

3.1 Skyrme model and hedgehog ansatz

The action of Skyrme model is defined by

SSky =

∫
d3xdt

(
− f 2

π

4
Tr

(
RµRµ

)
+

1
32e2

Tr
(
[Rµ,Rν]

2
))
. (3.1)

1This is not the case for Skyrme models in curved spaces. For example, see [43, 44, 45] and references therein.
2The case for the curved spaces was discussed in [47].
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whereµ, ν = 1,2,3,4, Rµ = U∂µU−1 andU(x) ∈ SU(2) is called as the Skyrme field. The dimensionless constante is called
as Skyrme parameter, andfπ is pion decay constant which dimension is [fπ] = [L−1]. Now we take the rescalings of the length
xµ → ( fπe)−1xµ and the overall factor of the LagrangianL→ fπ

2eL, then we obtain the dimensionless Skyrme model:

SSky =

∫
d3xdt

(
−1

2
Tr

(
RµRµ

)
+

1
16

Tr
(
[Rµ,Rν]

2
))
. (3.2)

The Euler-Lagrange equation of this Lagrangian is

∂µ

(
Rµ +

1
4

[Rν, [Rν,R
µ]]

)
= 0. (3.3)

Although this time dependent Lagrangian is original model which was given by Skyrme, we consider the time independent
Skyrme model which has topological soliton, known as Skyrmion.

The time independen Skyrme model is given by

ESkyrme=

∫
d3x

(
−1

2
Tr[RiRi ] −

1
16

Tr[Ri ,Rj ]
2

)
. (3.4)

We call this static Lagrangian (energy functional) as the (static) Skyrme model in the following. The Bogomol’nyi completion
of the energy functional (3.4) gives the energy boundESkyrme≥ 12π2|B| whereB is the topological charge, namely, the Baryon
number:

B = − 1
24π2

∫
d3x εi jkTr[RiRjRk], (3.5)

whereεi jk is the Levi-Civita symbol. This Bogomolol’nyi completion is easily shown as follows:

Tr

(
1
√

2
Ri ±

1

2
√

2
εi jkRjRk

)2

≥ 0 ⇐⇒ Tr

(
1
2

RiRi +
1
8

(δ j
l δ

k
m − δ

j
mδ

k
l )RjRkR

lRm

)
± 2

1
4
εi jkTr

(
RiRjRk

)
≥ 0

⇐⇒ 1
2

Tr (RiRi) +
1
16

Tr
(
[Ri ,Rj ]

2
)
≥ ∓1

2
εi jkTr

(
RiRjRk

)
, (3.6)

where we usingεi jkεilm = δ
j
l δ

k
m − δ

j
mδ

k
l andRjRkRjRk − RjRkRkRj = 1

2(RjRk − RkRj)2 = 1
2[Rj ,Rk]2. The equation of motion

derived from (3.4) is

∂i

(
Ri −

1
4

[Rj , [Rj ,Ri ]]

)
= 0. (3.7)

No analytic solutions to this equation (3.7) have been found but a spherically symmetric solution is dealt with the following
hedgehog ansatz:

U = exp
(
i f (r)x̂iσi

)
. (3.8)

Here x̂i = xi

r , r2 = xi xi andσi are the Pauli matrices, namely, the quaternion basis. The energy functional for this ansatz is
evaluated to be

ESkyrme=

∫ ∞

0
dr

∫
S2

dΩ2E(r) = 2π
∫ ∞

0
dr

(
r2(∂r f )2 + 2 sin2 f

(
1+ (∂r f )2

)
+

sin4 f
r2

)
. (3.9)

HereE(r) is the energy density anddΩ2 is the integral element of the two-dimensional sphere. The equation of motion with
hedgehog ansatz, sometimes we call this equation as the Hedgehog equation, is

(r2 + 2 sin2 f )∂2
r f + 2r∂r f + sin 2f

(
(∂r f )2 − 1− sin2 f

r2

)
= 0. (3.10)

Moreover, substitute the hedgehog ansatz (3.8) into the topological charge (3.5), then we obtain

B =
1
π

( f (0)− f (∞)) . (3.11)
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(a) The profile for 4d Skyrmion.
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(b) The energy density plot.

Figure 3.1: The numerical profile forf (r) and the plot for the energy densityE(r).

Now we consider a single Skyrmion, namely theB = 1 Skyrmion, thus the boundary condition is given byf (0) = π, f (∞) = 0.
The numerical study is easily performed for this ansatz. The solution to the equation of motion (3.7) with the ansatz (3.8)
is found in Fig. 3.1. We insert this numerical result into the energy functional (3.9), and then the energy is calculated to be
E = 1.2314× 12π2, to four decimal place. Therefore theB = 1 Skyrmion exceeds the Bogomol’nyi bound, sometimes called
BPS bound, by approvimately 23%, namely the Skyrmion is not BPS soliton.

In the following, we will mention how the existence of the numerical solutions in (3.10) is guaranteed. For later convenience,
we now rewrite the Hedgehog equation (3.10) by multiplyingr2 on both side:

r2(r2 + 2 sin2 f )∂2
r f + 2r3∂r f + sin 2f

(
r2(∂r f )2 − r2 − sin2 f

)
= 0. (3.12)

Consider analysis of the profile function at the origin3, to examine the existence of the numerical solutions. Let the profile
function be smooth, namelyf (r) is classC∞, and then the Tayler expansion around origin becomesf (δr) =

∑∞
m=0 fm(δr)m =

f0 + f1δr + f2(δr)2 + . . . . Using the chain rule, the expansion of sinf (r) around origin becomes

sin f (δr) =
∞∑

m=0

∂m
r sin f (r)

m!

∣∣∣∣
r=0

(δr)m = sin f0 + cos f0 · f1δr +
1
2

(
− sin f0 · f 2

1 + cos f0 · 2 f2
)
(δr)2 + . . . . (3.13)

After similarly calculate the expansion of sin 2f (r) around origin, we write down the equations for the coefficients fm by substi-
tuting these expansion and decidefm for the equations of each order (δr)m to be zero. Specifically, the zero order (δr)0 becomes

sin 2f0 sin2 f0 = 0 ⇐⇒
 f0 =

(
1
2 + n

)
π,

f0 = nπ.
(3.14)

The first orderδr becomes
(− cos 2f0 + cos 4f0) f1 = 0, (3.15)

Now we takef0 = f (0) = π to consider the single Skyrmion, thusf1 is free parameter. In the following, we take these conditions.
The second and third orders (δr)2, (δr)3 become zero automatically. The fourth order (δr)4 becomes(

1+ 2 f 2
1

)
f2 = 0, (3.16)

thus we obtainf2 = 0. The fifth order (δr)5 becomes

2 f 3
1 + f 5

1 + 15(1+ 2 f 2
1 ) f3 = 0 ⇐⇒ f3 = −

2 f 3
1 + f 5

1

15
(
1+ 2 f 2

1

) . (3.17)

3Strictly speaking, we have to consider the analysis at the infinity also, but now we treat only the origin for simplify.
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Similarly we can decide the higher order coefficients fm by calculating order by order in (δr)p, and then the expansion of the
profile function around the origin is given by

f (δr) = π + f1δr −
2 f 3

1 + f 5
1

15
(
1+ 2 f 2

1

) (δr)3 +
f 5
1

(
10+ 16f 2

1 + 11f 4
1 + 14f 6

1

)
350

(
1+ 2 f 2

1

)2
(δr)5 + O

(
(δr)7

)
. (3.18)

For this result, we find that the higher order coefficients fm (m≥ 2) is written by lower order coefficients f0 and f1. Note that we
have been takingf0 = π thus f0 does not appear explicitly in the expansion (3.18), but the higher order coefficients essentially
dependf0 also. By the way, thenth ordinary differential equation needn boundary conditions to decide solution uniquely. In
other words, it is needed thatn free parameters existence when the series expansions of unknown function. Now recall that
the hedgehog equation is second order ordinary differential equation, thus the series expansions need two free parameters. For
(3.18), f0 and f1 are free parameters thus this condition is satisfied. This fact guarantees the existence of (numerical) solution in
(3.10). In contrast to this, if above free parameters condition is not satisfied then a solution with the boundary condition does not
existence in generally.

3.2 Overview of the Sutcliffe’s truncation in four dimensions

The four-dimensional energy functional for static fields4 of the Skyrme model is obtained by a reduction of the usual quadratic
Yang-Mills action in the four-dimensional Euclidean space. The action is

S = − 1
2κg2

∫
Tr[∗4F ∧ F] = − 1

4κg2

∫
d4x Tr[FµνF

µν]. (3.19)

Here F = 1
2! Fµνdxµ ∧ dxν, (µ, ν = 1, . . . ,4) is the gauge field strength 2-form. The component is given byFµν = ∂µAν −

∂νAµ + [Aµ,Aν]. The gauge fieldAµ is in the adjoint representation of a gauge groupG and it is expanded by the generators
Ta (a = 1, . . . dimG). HereG is the Lie algebra associated withG and κ is the normalization constant for the generators
Tr[TaTb] = κδab. Hereg is the gauge coupling constant. Making the action (3.19) be the completely square form results in the
Bogomol’nyi-Prasad-Sommerfield (BPS) self-duality equationF = ∗4F whose solutions are called instantons (see section 1).
Since the Yang-Mills action (3.19) has the scale invariance, instanton solutions that saturate the Bogomol’nyi bound have a size
modulus.

It is proposed in [50] that a holography-inspired reduction of the four-dimensional Yang-Mills action (3.19) provides the
energy functional for the static Skyrme field. Following the prescription in [50], we first decompose the four-dimensional
Euclidean space into the three-dimensional physical space and a “fictious” direction:xµ = (xi , x4) wherei = 1, . . . ,3. We then
expand the four-dimensional gauge fieldAµ(xi , x4) in the infinite line along thex4-direction by a complete orthonormal basis
with the square integrable function. A suitable basis with the boundary conditionAi(xi , x4)→ 0 asx4→ ∞ is a Hermite function
5 :

ψm(z) =
(−1)m√
m!2m

√
π

e
1
2 z2 dm

dzm
e−z2

. (3.20)

Then we have an expansion,

Aµ(x
i , x4) =

∞∑
m=0

A(m)
µ (xi)ψm(x4), (3.21)

whereA(m)
µ (xi) are expansion coefficients, which will be determined later. Next, we perform the gauge transformation by which

the componentA4 is set to be zero. By this gauge transformation, the components of the gauge fieldAi is transformed as

Ai −→ ĝAi ĝ
−1 + ĝ∂i ĝ

−1, (3.22)

where the gauge parameter ˆg is given by

ĝ(xi , x4) = −Pexp

∫ x4

−∞
dξ A4(xi , ξ)

 . (3.23)

4We sometimes call this the three-dimensional action in Euclid space.
5Note that this definition of the Hermite function differs the weight from the usually definition, thus a orthogonal condition of this definition becomes∫ ∞

−∞ dzψm(z)ψn(z) = δmn.
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Here the symbolP stands for the path-ordering. The asymptotic behavior of the Hermite functionψm(∞) = 0 and the boundary
conditionAi(xi ,∞) = 0 determines the gauge fieldAi(xi , x4) in the gaugeA4 = 0. This is given by [50],

Ai(x
i , x4) = ui(x

i)ψ+(x
4) +

∞∑
m=0

Wm
i (xi)ψm(x4), (3.24)

whereψ+(z) = 1
2 +

1
2erf(z/

√
2) and the error function is defined by erf(z) = 2√

π

∫ z

0
dξ e−ξ

2
. The gauge field is decomposed into

the “zero-mode”u(xi):

ui(x
i) = U∂iU

−1, U(xi) = ĝ(xi , x4 = ∞), (3.25)

and the infinite tower of the vector fieldsWm
i (xi). The zero-modeu(xi) is identified with the Skyrme field while the higher modes

Wn
i (xi) can be interpreted as “vector mesons”. This analysis is completely parallel to the Kaluza-Klein reduction in which a field

is expanded by the Fourier modeseimx4/2πR along the compact circlex4 ∼ x4+2πR. Note that the expansion along an infinite line
enable us to realize the Skyrme fieldU by the holonomy of the gauge field:

U(xi) = −Pexp

[∫ ∞

−∞
dx4 A4(xi , x4)

]
. (3.26)

Although it is possible to computeWm
i , let us focus on the leading approximation,i.e. we neglect all the vector meson modes and

focus only on the Skyrme fieldU(xi). We call this the Sutcliffe’s truncation. Then, in the gaugeA4 = 0, we have the following
decomposition of the gauge field strength:

Fi4 = U∂iU
−1∂4ψ+(x

4) = Ri
ψ0(x4)
√

2π
1
4

,

Fi j = [Ri ,Rj ]ψ+(x
4)(ψ+(x

4) − 1), (3.27)

whereRi = U∂iU−1 is interpreted as the right current.
Now it is easy to show that the Sutcliffe’s truncation of the Yang-Mills action (3.19) gives the energy functional for the static

Skyrme field. Plugging the decomposition (3.27) into the quadratic Yang-Mills action (3.19) and performing the integration over
x4, then we find

S =
1
κg2

∫
d3x

(
−c1

2
Tr[RiRi ] −

c2

16
Tr[Ri ,Rj ]

2
)
, (3.28)

where the numerical factors are calculated asc1 =
1

4
√
π
≃ 0.141,c2 = 2

∫ ∞
−∞dx4ψ2

+(ψ+ − 1)2 ≃ 0.198. These numerical factors

can be set toc1 = c2 = 1 by the rescalings of the lengthxi →
√

c2/c1xi and the overall factor of the actionS → 1√
c1c2

S. We
therefore consider the natural unitc1 = c2 = 1 and setκ = 1, g = 1 for simplicity. After the rescaling, the action (3.28) becomes
the energy functional for the static Skyrme field:

We note that the energy functional (3.4) breaks the scale invariance presented in the Yang-Mills action. A physical origin of
this violation comes from the Sutcliffe’s truncation (3.27) where only the zero-mode (Skyrme field) is taken into account. Once
we include all the vector meson modesWn

i , the scale invariance is expected to be recovered.

3.3 Atiyah-Manton construction

Although the analytic solutions of Skyrmions have not been found so far, there are two methods of constructing approximate
charge B Skyrmions with using ansatz, known as a product ansatz [8, 55, 56] and a rational map ansatz [46]. However both
of these approximantions have disadvantages. The problem with the product ansatz is that it is only a good description of
each unit charge Skyrmion well separated. The rational map ansatz suffers from the opposite deficiency, in that it provides a
good approximation to Skyrmions of minimal energy, and also to some low energy saddle point solutions, but does not contain
any degrees of freedom without the center position to allow the individual Skyrmions to separate. In this section we describe
another method known as an Atiyah-Manton construction. The Atiyah-Manton construction produce good approximations to
the minimal energy solutions which including well separated Skyrmions with arbitrary positions and orientation. This approach
is based on existence of Yang-Mills instantons, thus if there are not the analytic solutions of instantons we can not employ this
approach.
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Figure 3.2: The energy profile for the Atiyah-Manton solution (3.32) as the function of the instanton sizeλ.

Following Atiyah and Manton [10], we calculate the holonomy for the instanton solution. For (1.20), the ’t Hooft one-
instanton is gien by

Aµ =
1
4
∂ν ln

(
1+

λ2

∥x̃∥2

)
η(−)
µν , (3.29)

where∥x̃∥2 = (xµ − aµ)(xµ − aµ) andλ, aµ are the size and the position moduli of the solution. For simplify, we setaµ = 0. The
symbolη(−)

µν is the ’t Hooft symbol which is defined by (1.11). To this end, it is convenient to rewrite the solution (3.29) as

Aµ(x
i , x4) =

1
2

(
1

λ2 + r2 + (x4)2
− 1

r2 + (x4)2

)
xνη(−)

µν . (3.30)

Then one finds

A4 =

(
1

λ2 + r2 + (x4)2
− 1

r2 + (x4)2

)
xie†i . (3.31)

Using this representation, we calculate the following holonomy for the one-instanton solutionA4:

U(xi) = −Pexp
∫ ∞

−∞
dx4 A4(xi , x4) = exp

[
π

(
1− r
√

r2 + λ2

)
x̂ie†i

]
. (3.32)

The result is the hedgehog form for the Skyrme field with a profile function given by

f (r) = π

(
1− r
√

r2 + λ2

)
. (3.33)

Instantons are scale invariant, so the (instanton size) parameterλ is arbitrary and we employ to the value which minimize the
energy resulting Skyrme field. Hence we have to seek the minimumE(λ), E(λ) denote the energy functional that the profile
function of the Atiyah-Manton solution (3.33) plugging into (3.9). The plot forE(λ) is Fig 3.2. We find the minimum point of
E(λ) atλ = 1.45227.

For this value ofλ, we now compare the profile functions of the Atiyah-Manton and the solution by numerical analysis
(see Fig 3.3(a)). The plot for the energy density is also compared in Fig 3.3. We find that they agree with good accuracy.
This result can be confirmed by evaluating the total energy (see Table 3.1). Therefore the Atiayh-Manton solutions is the good
approximations to the numerical solutions.

In higher charges, such that when we start from the more general instantons, the Atiyah-Manton construction also give the
good approximate solutions of Skyrmions, but the calculation of the holonomy can not be perfomed analytically, it can be done
numerically only. For further details of the higher charges case see [57, 58, 59].
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(a) The profile functions plot.
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(b) The energy densities plot.

Figure 3.3: The numerical versus the Atiyah-Manton solutions.

Solution Numerical sol. Atiyah-Manton BPS bound
Energy 1.2314× 12π2 1.2432× 12π2 12π2

Table 3.1: The total energy for the numerical, the Atiyah-Manton solutions and the BPS bound in the Skyrme model (3.4).





Chapter 4

Skyrme models in eight dimensions and more
higher dimensions

In this chapter we introduce a Skyrme model in eight dimensions following the formalism developed by Sutcliffe [50]. Further-
more we discuss the spherically symmetric Skyrmion and the Atiyah-Manton construction in eight dimensions. The discussion
of this chapter is based on [60].

The instantons in four dimensions satisfy the self-duality equationF = ∗4F. HereF is the field strength 2-form of the
gauge field and∗d is the Hodge dual operator ind dimensions. A natural higher-dimensional generalization of instantons is
a solution to the self-duality equations ind = 4n dimensionsF(n) = ∗4nF(n) whereF(n) is then wedge products ofF. The
n = 1 case corresponds to the instantons in four-dimensions while then ≥ 2 cases are their generalization. The first non-trivial
example is then = 2 case, namely, the self-dual instantons in eight dimensions. This was studied so far from various contexts
[30, 31]. Futhermore the higher dimensional instantons were discussed in chapter 2. On the other hand, it is possible to consider
higher-dimensional generalizations of Skyrmions [61].

In this chapter we study the relation between instantons and Skyrmions in higher dimensions. In particular, we focus on the
eight-dimensional self-dual instantons that satisfyF ∧ F = ∗8F ∧ F. The self-duality relation is obtained by the Bogomol’nyi
completion of the generalized Yang-Mills action in eight dimensions. We will derive the energy functional for the static Skyrme
field from the generalized Yang-Mills action by the reduction procedure developed by Sutcliffe [50]. The Derrick’s theorem
indicates that the model admits static soliton solutions which we call the eight-dimensional Skyrmions. We will find the nu-
merical solution of the above mentioned Skyrmion. We will then calculate a field configuration through the Atiyah-Manton
construction applied to the eight-dimensional instanton and find that this gives a good approximation to the numerical solution
of the Skyrmion. These results strongly suggest that the instanton/Skyrmion correspondence holds even in 4n dimensions and
this relation is an universal property.

The organaization of this chapter as follows. Section 4.1 is about an eight-dimensional Skyrme model. In this section, we lead
to the Skyrme model in eight dimensions from the eight-dimensional generalized Yang-Mills model with using the Sutcliffe’s
truncation method. Section 4.2 is discussion of the eight-dimensional single Skyrmions from leading by two methods. First
method is that we directly solve an equation of motion with a spherically symmetric ansatz numerically. The other method is
construcion that single Skyrmion from a holonomy of the eight-dimensional ’t Hooft 1-instanton, namely a higher-dimensional
Atiyah-Manton construction. We will show that the Atiyah-Manton construcion in higher dimensions works well also. We
introduce a seven-dimensional hedgehog ansatz as spherically symmetric ansatz. Section 4.3 is discussed an 4n-dimensional
Skyrme model from the 4n-dimensional generalized Yang-Mills model. In this section, we will show that the 4n-dimensional
Skyrme model satisfy the Derrick’s theorem, thus it can be expected that the existence of solitonic solutions, namely higher-
dimensional Skyrmions, in this model. Futhermore we lead an explicit action(energy functional) of twelve-dimensional Skyrme
model from the generalized Yang-Mills model in twelve dimensions. In section 4,4, we show the some calculations in more detail.
Specifically as follows. In subsection 4.4.1, we show the Bogomol’nyi completion of the eight-dimensional (static) Skyrme
model, Moreover we lead the normalization constant. Subsection 4.4.2 is about an higher-dimensional sperically symmetric
ansatz, namelly an hegehog ansatz in dimensions higher than theree. We introduce the higher dimensional Hedgehog ansatz by
using the 4n-dimensional ASD basis, and lead the eight-dimensional Skyrme model with this hegehog ansatz. We find that this
hegehog ansatz works well in section 4.2. Section 4.5 is about the numerical calculation to calculate the single Skyrmion in eight
dimensions.

61
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4.1 Eight-dimensional Skyrme model

Now we generalize the procedure in the previous chapter to eight dimensions. In eight dimensions, the natural action whose BPS
equation is the self-duality equationF ∧ F = ∗8(F ∧ F) is that of the generalized Yang-Mills action. The action is

SgYM =
α

κg2

∫
Tr [∗8(F ∧ F) ∧ (F ∧ F)]

=

(
1
2!

)4 4
4!

α

κg2

∫
d8x Tr

[
(FµνFρσ)2 − 4FµνFρσFµρFνσ + (FµνFµν)

2
]
. (4.1)

Hereµ, ν, . . . = 1, . . . ,8 and the component of the gauge field strength 2-formF = 1
2! Fµνdxµ∧dxν is Fµν = ∂µAν−∂νAµ+[Aµ,Aν].

A constantα has mass dimension [α] = −4 andg is the gauge coupling constant whose mass dimension is−2. In the following,
we setα/g2 = 96 andκ = 1 for simplicity. The gauge fieldAµ is in the adjoint representation of a Lie algebra associated with
the gauge groupG. We consider a gauge groupG which admits a non-trivial homotopyπ7(G) = Z. The analysis is completely
parallel to the four-dimensional case. We decompose the directionsxµ = (xi , x8), (i = 1, . . . ,7) and expand the gauge field in
terms of the Hermite functionψm(x8). The Sutcliffe’s truncation provides the static Skyrme field in eight dimensions through the
relations (3.27). Plugging the expansion (3.27) into the generalized Yang-Mills action (4.1) and performing the integration over
the x8-direction, we obtain the energy functional for the static Skyrme field. Let us show this calculation as follows. The first
term in (4.1) becomes

Tr
[(

FµνFµν

)2
]
= Tr

[(
F i j Fi j

)2
+ 4F i j Fi j F

k8Fk8 + 4
(
F i8Fi8

)2
]
. (4.2a)

The second term in (4.1) becomes

Tr
[
(FµνFρσ)2

]
= Tr

[(
F i j Fkl

)2
+ 4

(
F i j Fk8

)2
+ 4

(
F i8F j8

)2
]
. (4.2b)

The third term in (4.1) becomes

Tr
[
FµνFρσFµρFνσ

]
= Tr

[
F i j FklFikF jl + F i j Fk8FikF j8 − 2Fi j F

kiF j8Fk8 + F i j Fi8Fk jF
k8 +

(
F i8F j8

)2
+

(
F i8Fi8

)2
]
. (4.2c)

Hence

Tr
[(

FµνFµν

)2
+ (FµνFρσ)2 − 4

(
FµνFρσFµρFνσ

)]
= Tr

[(
F i j Fi j

)2
+

(
F i j Fkl

)2 − 4F i j FklFikF jl

+ 4F i j Fi j F
k8Fk8 + 4

(
F i j Fk8

)2 − 4F i j Fk8FikF j8 + 8Fi j F
klF j8Fk8 − 4F i j Fi8Fk jF

k8
]
. (4.3)

In eight dimensions, the decomposition of the gauge field strength with Sutcliffe’s truncation (3.27) becomes

Fi8(x, x8) = Ri(x)
ψ0(x8)
√

2π1/4
, (4.4a)

Fi j (x, x8) = [Ri(x),Rj(x)]ψ+(x
8)(ψ+(x

8) − 1). (4.4b)

Therefore we obtaitn the (static) Skyrme model in eight dimension:

ESkyrme=

∫
d7xTr

[
c2

(
[Ri ,Rj ][Ri ,Rj ]

)2
+ c2

(
[Ri ,Rj ][Rk,Rl ]

)2

− 4c2[Ri ,Rj ][Rk,Rl ][Ri ,Rk][Rj ,Rl ]

+ 4c1

(
[Ri ,Rj ]

)2
R2

k + 4c1

(
[Ri ,Rj ]Rk

)2 − 4c1[Ri ,Rj ]Rk[Ri ,Rk]Rj

+ 8c1[Ri ,Rj ][Rk,Ri ]RjRk − 4c1[Ri ,Rj ]Ri [Rk,Rj ]Rk

]
. (4.5)

HereRi = U∂iU−1 is the right current and the Skyrme field is defined by the holonomy

U(xi) = −Pexp

[∫ ∞

−∞
dx8 A8(xi , x8)

]
. (4.6)
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Therefore, the Skyrme field is a mapU : R7 7→ G̃ whereG̃ is a group manifold. The numerical constantsc1, c2 in (4.5) are
calculated to be

c1 =

∫ ∞

−∞
dx8 1

2
√
π
ψ2

0ψ
2
+(ψ+ − 1)2 ≃ 0.00940, c2 =

∫ ∞

−∞
dx8 ψ4

+(ψ+ − 1)4 ≃ 0.00308. (4.7)

As in the case of the four-dimensional Skyrme model, these numerical factors are scaled away by the replacementsxi →√
c2/c1xi , ESkyrme → 1√

c1c2
ESkyrme. We therefore setc1 = c2 = 1. The generalized Yang-Mills action (4.1) has the scale

invariance while the energy functional (4.5) does not. Again, this is due the Sutcliffe’s truncation where only the zero-mode is
considered and the vector mesons are neglected.

The eight-dimensional Skyrme model (4.5) has similar properties with the four-dimensional ones. For example, the energy
functional (4.5) is invariant under the following global transformation

U → OLUO−1
R , OL,OR ∈ G̃. (4.8)

This is a generalization of the chiral symmetry in four dimensions. One also finds that the energy functional (4.5) consists of
the terms with 6th and 8th derivatives. This is compared with the 2nd and 4th derivative terms in the four-dimensional Skyrme
model. The Derrick’s theorem applied to the energy (4.5) indicates that there is a stable solitonic solution to this model. We call
this the eight-dimensional Skyrmions. The Bogomol’nyi completion of the energy (4.5) is given by

ESkyrme= 4
∫

d7x Tr

[ √ 1
3!
εi jklmnoRiRjRk ±

√
4!R[lRmRnRo]

2

∓ 4εi jklmnoRiRjRkRlRmRnRo

]
≥ 16

NC
|B|, (4.9)

whereNC = −1/9600π4 is the normalization constant of the following topological charge:

B = NC

∫
d7x Tr

[
εi jklmnoRiRjRkRlRmRnRo

]
. (4.10)

Hereεi jklmno is the totally antisymmetric tensor. The topological charge (4.10) is the natural generalization of the Baryon number
B = 1

24π2

∫
d3x Tr[εi jkRiRjRk] in the four-dimensional Skyrme model. This calculation in more detail see subsection 4.4.1.

4.2 Eight-dimensional Skyrmions from instantons

In this section, we examine a field configuration that extremizes the energy functional (4.5), namely, the Skyrmion in eight
dimensions. Assuming the hedgehog ansatz for the Skyrme fieldU(x), we first derive the equation of motion from (4.5).
We will find a solution to the equation by the numerical analysis. We then construct a field configuration from the eight-
dimensional instantons through the Atiyah-Manton prescription. We compare the two solutions and verify whether the Atiyah-
Manton approximation works even in eight dimensions.

4.2.1 Skyrmions from numerical analysis

Following the standard scheme for a spherically symmetric solution to the four-dimensional Skyrme model, we consider the
following hedgehog ansatz:

U(x) = exp
(
f (r)x̂ie†i

)
, (4.11)

wherex̂i = xi

r , r2 = xi xi and f (r) is a real function. The basisei ,e
†
i is the higher dimensional analogue of the pure imaginary

quaternions in four dimensions. Note that we do not employ the octonions as a higher dimensional generalisation of the quater-
nions. It is well known that the octonions are never represented by matrices and the algebra based on them loses the associativity
[62]. The natural candidate for the basis in eight dimensions is based on the Clifford algebra. This is given by

eµ = δµ818 + δµiIΓ
(−)
i , e†µ = δµ818 + δµiΓ

(+)
i , (µ = 1, . . . ,8, i = 1, . . . ,7), (4.12)

whereΓ(±)
i are 8× 8 matrices that satisfy the relations{Γ(±)

i ,Γ(±)
j } = −2δi j 18. The matricesΓ(±)

i are defined byΓ(±)
i =

1
2(1± ω)Γi .

We choose the matricesΓ(±)
i such that they satisfy the relationΓ(+)

i = −Γ
(−)
i . HereΓi are given by the matrix representation of the
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seven-dimensional complex Clifford algebraΓi ∈ Cℓ7(C) andω = (−1)Γ1 · · · Γ7 is a chirality matrix. The basis is normalized as
Tr[eµe

†
ν] = 8δµν and satisfies the following relations

eµe
†
ν + eνe

†
µ = e†µeν + e†νeµ = 2δµν18,

eµeν + eνeµ = 2δµ8eν + 2δν8eµ − 2δµν18,

e†µe
†
ν + e†νe

†
µ = 2δµ8e†ν + 2δν8e†µ − 2δµν18. (4.13)

Note that we havee†i = −ei in our construction. Therefore the hedgehog field configuration (4.11) satisfiesU†U = 18 and it
belongs toU(8). The details of the Clifford algebra, including the explicit matrix representations of the basiseµ,e

†
µ, are found in

section 2.5.
We now derive the equation of motion for the profile functionf (r) (The following calculations in more detail see subsection

4.4.2). Using the algebra of the basis (4.13), we find that the hedgehog ansatz is expanded as

U(x) = cos f 18 + sin f x̂ie†i . (4.14)

This expression allows us to write down the right-current field:

Ri = r−1 sin2 f x̂i18 − (−r−1 sin f cos f + ∂r f )x̂i x̂
† − r−1 sin f cos f e†i + r−1 sin2 f e†i x̂†. (4.15)

Here x̂ = x̂iei , x̂† = x̂ie†i . It is straightforward to calculate each term in (4.5) by using the above expression and the algebra
associated with the basis (4.13). The energy functional becomes,

ESkyrme=

∫ ∞

0
dr

∫
S6

dΩ6E(r)

= 24576π3
∫ ∞

0
dr

(
3r2 sin4 f (∂r f )2 + 4 sin6 f (4(∂r f )2 + 1)+ 12

sin8 f
r2

)
, (4.16)

where the overall factor comes from the volume factor of the radial direction and algebras containingei ,e
†
i . Then, we derive the

equation of motion forf (r) as

sin2 f (3r2 + 16 sin2 f )∂2
r f + 6r sin2 f∂r f

+ 3 sin 2f

[
(r2 + 8 sin2 f )(∂r f )2 − 2 sin2 f − 8

sin4 f
r2

]
= 0. (4.17)

The boundary condition for the profile functionf (r) is

f (0) = π, f (∞) = 0. (4.18)

Compared with the equation in four dimensions, the equation (4.17) looks highly non-linear. Therefore it is not obvious
whether the equation (4.17) has appropriate solutions that are consistent with the boundary condition (4.18) or not. In order to
clarify the existence of the solution to the equation (4.17), we first perform the Taylor expansion of the profile function at the
origin: f (δr) =

∑∞
i=0 fi(δr)i = f0+ f1δr + f2(δr)2+ . . . , namely we perform analyzation that similar to four dimensional case. We

then write down the equations for the coefficients fi and look for fi order by order in (δr)i . For the boundary condition (4.18),
we find that the asymptotic behavior of the solution around the origin is

f (δr) = π + f1δr −

(
3+ 8 f 2

1

)
f 3
1

9
(
3+ 16f 2

1

) (δr)3 +
2 f 5

1

(
387+ 16f 2

1

(
192+ 789f 2

1 + 1616f 4
1

))
1485

(
3+ 16f 2

1

)3
(δr)5 + O

(
(δr)7

)
. (4.19)

Here f1 can be chosen as a shooting parameter in the numerical analysis. From this observation, we conclude that we can
numerically calculate a solution to the equation (4.17) by appropriate methods of second ordinary differential equations with
boundary conditions. Moreover we find that the seven-dimensional Hedgehog ansatz (4.11) is proper spherically symmetric
ansatz. The numerical result is found in Fig. 4.1 where we have employed the functional Newton-Raphson method. The
behaviour of the profile function and the energy functional is quite similar to those in the four-dimensional Skyrmion (see Fig.
3.1). A specific method for this numerical analysis in more detail see below section 4.5.

The Skyrme field is a mapR7 7→ U(8). However, the boundary conditionU(r)→ 18 (r → ∞) implies that the base manifold
is topologicallyS7. Therefore the solutions are characterized by the topological charge associated with the homotopy group
π7(U(8)) = Z. Indeed, the topological charge for the hedgehog ansatz (4.11) and the boundary condition (4.18) is evaluated to be

B = 9600π3NC( f (∞) − f (0)) = 1. (4.20)

This is the single Skyrmion in eight dimensions.
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(a) The profile for the 8d Skyrmion.
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(b) The energy density plot for the 8d Skyrmion.

Figure 4.1: The numerical profile forf (r) and the plot for the energy densityE(r).

4.2.2 Atiyah-Manton solution from instantons

We next make contact with the Skyrmion from the eight-dimensional instantons. The Bogomol’nyi completion of the generalized
Yang-Mills action (4.1) is

SgYM =
α

2κg2

∫
Tr

[
(F ∧ F ∓ ∗8(F ∧ F))2 ± 2F ∧ F ∧ F ∧ F

]
≥ ± α

κg2

∫
Tr[F ∧ F ∧ F ∧ F]. (4.21)

Here we have defined

(F ∧ F ± ∗8F ∧ F)2 = (F ∧ F ± ∗8F ∧ F) ∧ ∗8(F ∧ F ± ∗8F ∧ F). (4.22)

The action is bounded from below by the fourth Chern numberk =
∫

Tr[F ∧ F ∧ F ∧ F] which defines the topological charge
associated with instantons. The theory defined by the action (4.21) has scale invariance. The Derrick’s theorem implies that the
theory admits static solitons, namely, instantons. The Bogomol’nyi bound is saturated when the (anti-)self-duality equation

F ∧ F = ± ∗8 F ∧ F, (4.23)

is satisfied. This is a natural generalization of the (anti-)self-duality equationF = ±∗4 F in four dimensions. In the following we
choose the plus sign in (4.23). Solutions to the equation (4.23) is known as the self-dual instantons in eight dimensions. They
are characterized by the homotopy groupπ7(G) = Z whereG is a gauge group. The ’t Hooft type one-instanton solution is given
by

Aµ =
1
4
∂ν ln

(
1+

λ2

∥x̃∥2

)
Σ(−)
µν , (4.24)

where∥x̃∥2 = (xµ − aµ)(xµ − aµ) andλ, aµ are the size and the position moduli of the solution. For simplify, we setaµ = 0. The
matrix

Σ(−)
µν = eµe

†
ν − eνe

†
µ (4.25)

is the ASD tensor which is the eight-dimensional analogue of the ’t Hooft instanton in four dimensions (see previous chapter 2).
Similar as the four-dimensional case, we calculate the holonomy for the instanton solution (4.24). To this end, it is convenient

to rewrite the solution (4.24) as

Aµ(x
i , x8) =

1
2

(
1

λ2 + r2 + (x8)2
− 1

r2 + (x8)2

)
xνΣ(−)

µν . (4.26)
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Figure 4.2: The energy profile for the Atiyah-Manton solution (4.28) as the function of the instanton sizeλ.
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Figure 4.3: The profile functions for the numerical and the Atiyah-Manton solutions.

Then one finds

A8 =

(
1

λ2 + r2 + (x8)2
− 1

r2 + (x8)2

)
xie†i . (4.27)

Using this representation, we calculate the following holonomy for the one-instanton solutionA8:

U(xi) = −Pexp
∫ ∞

−∞
dx8 A8(xi , x8) = exp

[
π

(
1− r
√

r2 + λ2

)
x̂ie†i

]
. (4.28)

The result is the standard hedgehog form for the Skyrme field (4.11). This is why we have employed the basise†i in (4.11).
Plugging the Atiyah-Manton solution (4.28) into the (static) Skyrme action with the hedgehog ansatz (4.16) results in the static
energyE(λ) for the solution. The plot forE(λ) is found in Fig. 4.2. As anticipated, the energy depends on the size of the
instantonλ. This is because the Sutcliffe’s truncation breaks the scale invariance in the generalized Yang-Mills model. The size
λ now lost its status of modulus. The true solution corresponds to the extremum ofE(λ). We find this happens atλ = 3.29095.

For this value ofλ, we now compare the profile functions of the Atiyah-Manton with the numerical solutions. The result
is found in Fig 4.3. We find that they agrees with high accuracy. The plot for the energy density is also compared in Fig 4.4.
Again, we find a good agreement between them. This result can be confirmed by evaluating the total energy (see Table 4.1). We
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Figure 4.4: The profile functions for the energy density. The numerical versus the Atiyah-Manton solutions.

Solution Numerical Atiyah-Manton BPS bound
Energy 1.51239× 16/Nc 1.51521× 16/Nc 16/Nc

Table 4.1: The total energy for the numerical, the Atiyah-Manton solutions and the BPS bound in this model (4.9).

therefore conclude that the Atiyah-Manton construction of Skyrmions from instantons works well even in eight dimensions. We
note that the eight-dimensional Skyrmion is a non-BPS solution which is same as the four-dimensional one.

4.3 The higher dimensional generalization

In this section we perform an analysis on the Sutcliffe’s truncation method in 4n dimensions. It is worthwhile first to mention
about then = 3, namely, the twelve-dimensional case. In twelve dimensions, the self-duality equation becomesF ∧ F ∧ F =
± ∗12 F ∧ F ∧ F. It is an easy exercise to show that the one-instanton solution to this equation is given by (4.24) where the
SO(8) generatorΣ(−)

µν is replaced by that of SO(12). We can construct the Atiyah-Manton solution by calculating the holonomy
associated with the instanton solution. We can also find the Skyrme model in twelve dimensions and its Skyrmion solution along
the lines of the eight-dimensional case. The discussion is parallel to that in eight dimensions presented in previous discussion.
However, the explicit calculation of the Sutcliffe’s truncation in twelve dimensions results in the energy functional for the Skyrme
model with diverse (aboutO(102)) terms. Analyzing all the terms is very hard, thus we first proceed to the general discussion in
the following.

Now we move to the discussion in 4n dimensions. The 4n-dimensional generalization of the generalized Yang-Mills action
(4.1) is

SYM =

∫
R4n

Tr[F(n) ∧ ∗4nF(n)], (4.29)

whereF(n) is thenth wedge products of the gauge field strength 2-form,F(n) = F ∧ · · · ∧ F. The gauge field takes value in
the adjoint representation of a gauge groupG. We assume that this gauge group has non-trivial homotopyπ4n−1(G) = Z. It is
straightforward to perform the Bogomol’nyi completion of the action:

SYM =
1
2

∫
R4n

Tr[(F(n) ∓ ∗4nF(n))2 ± 2F(2n)] ≥ ±
∫
R4n

Tr[F(2n)]. (4.30)

The BPS equation becomes

F(n) = ± ∗4n F(n). (4.31)

This is the (anti-)self-duality equation in 4n dimensions. The one-instanton solution to this equation is explicitly wrote down
by the ADHM construction of instantons in 4n dimensions [26] which is the 4n-dimensional generalization of [25] in eight
dimensions. Again, the solutions are given as the form in (4.24) where the SO(8) generator is replaced by those of SO(4n).
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Next we perform the Sutcliffe’s truncation. The index structure of the Yang-Mills Lagrangian is

F(n) ∧ ∗4nF(n)

=
1

(2n)!

(
1
2!

)2n

εµ1···µ2nν1···ν2nε
µ1···µ2nρ1···ρ2nFν1ν2 · · · Fν2n−1ν2nFρ1ρ2 · · · Fρ2n−1ρ2nd

4nx, (4.32)

where the overall factor comes from the normalization of the 2-formF = 1
2! Fµνdxµ ∧ dxν and the definition of the Hodge dual

operation. The procedure of the reduction is parallel to the previous sections. We can reduce the gauge field along, say, the
x4n-direction. Then, the gauge field becomes

Fi♯ = Ri
ψ0(x4n)
√

2π
1
4

, Fi j = [Ri ,Rj ]ψ+(x
4n)(ψ+(x

4n) − 1),

(i, j, . . . = 1, . . . 4n− 1, ♯ = 4n). (4.33)

HereRi = U∂iU† is the right current field constructed from the Skyrme fieldU(xi). Then, the energy functional for the static
field U(xi) in 4n dimensions has the following structure

ESkyrme= E4n(x) + E4n−2(x), (4.34)

whereEm stands for terms that containm-th derivatives. The energy (4.34) is compared with that in the eight-dimensional
Skyrme model. Again, the Derrick’s theorem implies that there is a static soliton solution that extremizes the energy (4.34). This
is nothing but the Skyrmion in 4n dimensions. Finding the explicit solutions need the numerical analysis in each dimension. We
can also calculate the holonomy for the 1-instanton solution in 4n dimensions and derive the static energyE(λ). Although we do
not repeat the same calculations, the result of the original Atiyah-Manton construction in four dimensions and our result in eight
dimensions strongly suggest that this instanton/Skyrmion correspondence does hold in 4n dimensions.

4.3.1 twelve-dimensional Skyrme model

In this subsection, we will lead a twelve-dimensional Skyrme action. For (4.32),

(F ∧ F ∧ F) ∧ ∗12(F ∧ F ∧ F) =
1
6!

(
1
2!

)6

εµ1...µ6ν1...ν6ε
µ1...µ6ρ1...ρ6Fν1ν2Fν3ν4Fν5ν6Fρ1ρ2Fρ3ρ4Fρ5ρ6d

12x, (4.35)

thus

1
6!

(
1
2!

)6

εµ1...µ6ν1...ν6ε
µ1...µ6ρ1...ρ6Tr

[
Fν1ν2Fν3ν4Fν5ν6Fρ1ρ2Fρ3ρ4Fρ5ρ6

]
=

1
8

Tr
[
2FMNFMN

(
FOPFQR

)2
+ FMNFMNFOPFQRFQRFOP +

(
FMNFOPFQR

)2

+ FMNFOPFQRFMNFQRFOP + FMNFOPFQRFOPFMNFQR

− 8FMNFMNFOPFQRFOQFPR− 8FMNFOPFQRFMNFOQFPR− 8FMNFOPFQRFOPFMQFNR

− 4FMNFOPFQRFMQFOPFNR− 4FMNFOPFQRFMOFQRFNP − 4FMNFOPFQRFMQFNRFOP

+ 8FMNFOPFQRFMOFNQFPR− 8FMNFOPFQRFMOFPQFNR+ 8FMNFOPFQRFOQFMPFNR

− 8FMNFOPFQRFOQFMRFNP + 8FMNFOPFQRFMQFORFNP − 8FMNFOPFQRFMQFNOFPR

]
, (4.36)

whereM,N,O,P,Q,R = 1, . . . 12. Let us now decompose the directionsxM = (xi , x#) (i, j, k. · · · = 1,2, . . . , 11 and #= 12) for
all terms in (4.36).

The first term becomes

Tr
[
FMNFMN

(
FOPFQR

)2
]
= Tr

[
F i j Fi j F

klFmnFklFmn+ 2F i j Fi j

(
FklFm#FklFm# + Fk#FmnFk#Fmn

)
+ 4F i j Fi j F

k#Fm#Fk#Fm#

+ 2F i#Fi#FklFmnFklFmn+ 4F i#Fi#

(
FklFm#FklFm# + Fk#FmnFk#Fmn

)
+ 8F i#Fi#Fk#Fm#Fk#Fm#

]
.

(4.37a)
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The second term becomes

Tr
[
FMNFMNFOPFQRFQRFOP

]
= Tr

[
F i j Fi j F

klFmnFmnFkl + 2F i j Fi j F
k#FmnFmnFk# + 4F i j Fi j F

klFm#Fm#Fkl

+ 4F i#Fi#FklFm#Fm#Fkl + 8F i j Fi j F
k#Fm#Fm#Fk# + 8F i#Fi#Fk#Fm#Fm#Fk#

]
. (4.37b)

The third therm becomes

Tr
(
FMNFOPFQR

)2
= Tr

[
F i j FklFmnFi j FklFmn+ 6F i j FklFm#Fi j FklFm# + 12F i j Fk#Fm#Fi j Fk#Fm# + 8F i#Fk#Fm#Fi#Fk#Fm#

]
.

(4.37c)

The fourth term becomes

Tr
[
FMNFOPFQRFMNFQRFOP

]
= Tr

[
F i j FklFmnFi j FmnFkl + 2F i#FklF

mnFi#FmnFkl + 4F i j FklFm#Fi j Fm#Fkl

+ 4F i j Fk#Fm#Fi j Fm#Fk# + 8F i#FklFm#Fi#Fm#Fkl + 8F i#Fk#Fm#Fi#Fm#Fk#

]
. (4.37d)

The fifth term becomes

Tr
[
FMNFOPFQRFOPFMNFQR

]
= Tr

[
F i j FklFmnFklFi j Fmn+ 2F i j FklFm#FklFi j Fm# + 4F i j Fk#FmnFk#Fi j Fmn

+ 4F i#Fk#FmnFk#Fi#Fmn+ 8F i j Fk#Fm#Fk#Fi j Fm# + 8F i#Fk#Fm#Fk#Fi#Fm#

]
. (4.37e)

The sixth term becomes

Tr
[
FMNFMNFOPFQRFOQFPR

]
= Tr

[
F i j Fi j F

klFmlFkmFln + F i j Fi j F
klFm# (FkmFl# − Fk#Flm)

− F i j Fi j F
k#Fmn(FkmFn# − Fm#Fkn) + F i j Fi j F

k#Fm# (Fk#Fm# + Fm#Fk#)

+ 2F i#Fi#FklFmnFkmFln + 2F i#Fi#FklFm# (FkmFl# − Fk#Flm)

− 2F i#Fi#Fk#Fmn(FkmFn# − Fm#Fkn) + 2F i#Fi#Fk#Fm# (Fk#Fm# + Fm#Fk#)
]
. (4.37f)

The seventh term becomes

Tr
[
FMNFOPFQRFMNFOQFPR

]
= Tr

[
F i j FklFmnFi j FkmFln + F i j FklFm#Fi j (FkmFl# − Fk#Flm)

− F i j Fk#FmnFi j (FkmFn# − Fm#Fkn) + F i j Fk#Fm#Fi j (Fk#Fm# + Fm#Fk#)

+ 2F i#FklFmnFi#FkmFln + 2F i#FklFm#Fi# (FkmFl# − Fk#Flm)

− 2F i#Fk#FmnFi# (FkmFn# − Fm#Fkn) + 2F i#Fk#Fm#Fi# (Fk#Fm# + Fm#Fk#)
]
. (4.37g)
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The eighth term becomes

Tr
[
FMNFOPFQRFOPFMQFNR

]
= Tr

[
F i j FklFmnFklFimF jn + F i j FklFm#Fkl

(
FimF j# − Fi#F jm

)
+ 2F i j Fk#FmnFk#FimF jn + 2F i j Fk#Fm#Fk#

(
FimF j# − Fi#F jm

)
− F i#FklFmnFkl (FimFn# − Fm#Fin) + F i#FklFm#Fkl (Fi#Fm# + Fm#Fi#)

− 2F i#Fk#FmnFk# (FimFn# − Fm#Fin) + 2F i#Fk#Fm#Fk# (Fi#Fm# + Fm#Fi#)
]
. (4.37h)

The ninth term becomes

Tr
[
FMNFOPFQRFMQFOPFNR

]
= Tr

[
F i j FklFmnFimFklF jn + F i j FklFm#

(
FimFklF j# − Fi#FklF jm

)
+ 2F i j Fk#FmnFimFk#F jn + 2F i j Fk#Fm#

(
FimFk#F j# − Fi#Fk#F jm

)
− F i#FklFmn(FimFklFn# − Fm#FklFin) + F i#FklFm# (Fi#FklFm# + Fm#FklFi#)

− 2F i#Fk#Fmn (FimFk#Fn# − Fm#Fk#Fin) + 2F i#Fk#Fm# (Fi#Fk#Fm# + Fm#Fk#Fi#)
]

(4.37i)

The tenth term becomes

Tr
[
FMNFOPFQRFMOFQRFNP

]
= Tr

[
F i j FklFmnFikFmnF jl + 2F i j FklFm#FikFm#F jl

+ F i j Fk#Fmn
(
FikFmnF j# − Fi#FmnF jk

)
+ 2F i j Fk#Fm#

(
FikFm#F j# − Fi#Fm#F jk

)
− F i#FklFmn(FikFmnFl# − Fk#FmnFil ) − 2F i#FklFm# (FikFm#Fl# − Fk#Fm#Fil )

+ F i#Fk#Fmn(Fi#FmnFk# + Fk#FmnFi#) + 2F i#Fk#Fm# (Fi#Fm#Fk# + Fk#Fm#Fi#)
]
. (4.37j)

The eleventh term becomes

Tr
[
FMNFOPFQRFMQFNRFOP

]
= Tr

[
F i j FklFmnFimF jnFkl + F i j FklFm#

(
FimF j# − Fi#F jm

)
Fkl

+ 2F i j Fk#FmnFimF jnFk# + 2F i j Fk#Fm#
(
FimF j# − Fi#F jm

)
Fk#

− F i#FklFmn(FimFn# − Fm#Fin) Fkl + F i#FklFm# (Fi#Fm# + Fm#Fi#) Fkl

− 2F i#Fk#Fmn (FimFn# − Fm#Fin) Fk# + 2F i#Fk#Fm# (Fi#Fm# + Fm#Fi#) Fk#

]
. (4.37k)

The twelfth term becomes

Tr
[
FMNFOPFQRFMOFNQFPR

]
= Tr

[
F i j FklFmnFikF jmFln + F i j FklFm#Fik

(
F jmFl# − F j#Flm

)
− F i j Fk#Fmn

(
FikF jmFn# + Fi#F jmFkn

)
+ F i j Fk#Fm#

(
FikF j#Fm# − Fi#F jmFk# + Fi#F j#Fkm

)
− F i#FklFmn (FikFm#Fln − Fk#FimFln) − F i#FklFm# (FikFm#Fl# − Fk#FimFl# + Fk#Fi#Flm)

+ F i#Fk#Fmn(FikFm#Fn# + Fi#Fm#Fkn − Fk#FimFn#) + F i#Fk#Fm# (Fi#Fm#Fk# + Fk#Fi#Fm#)
]
. (4.37l)
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The thirteenth term becomes

Tr
[
FMNFOPFQRFMOFPQFNR

]
= Tr

[
F i j FklFmnFikFlmF jn + F i j FklFm#Fik

(
FlmF j# − Fl#F jm

)
− F i j Fk#Fmn

(
FikFm#F jn + Fi#FkmF jn

)
− F i j Fk#Fm#

(
FikFm#F j# + Fi#FkmF j# − Fi#Fk#F jm

)
− F i#FklFmn(FikFlmFn# − Fk#FlmFin) + F i#FklFm# (FikFl#Fm# + Fk#FlmFi# − Fk#Fl#Fim)

+ F i#Fk#Fmn(FikFm#Fn# + Fi#FkmFn# − Fk#Fm#Fin) − F i#Fk#Fm# (Fi#Fk#Fm# + Fk#Fm#Fi#)
]
. (4.37m)

The fourteenth term becomes

Tr
[
FMNFOPFQRFOQFMPFNR

]
= Tr

[
F i j FklFmnFkmFil F jn + F i j FklFm#

(
FkmFil F j# − Fk#Fil F jm

)
+ F i j Fk#Fmn(FkmFi# + Fm#Fik) F jn + F i j Fk#Fm#

(
FkmFi#F j# − Fk#Fi#F jm + Fm#FikF j#

)
− F i#FklFmnFkm (Fil Fn# − Fl#Fin) + F i#FklFm# (Fk#Fil Fm# + FkmFl#Fi# − Fk#Fl#Fim)

− F i#Fk#Fmn(FkmFi#Fn# + Fm#FikFn# − Fm#Fk#Fin) + F i#Fk#Fm# (Fk#Fi#Fm# + Fm#Fk#Fi#)
]
. (4.37n)

The fifteenth term becomes

Tr
[
FMNFOPFQRFOQFMRFNP

]
= Tr

[
F i j FklFmnFkmFinF jl + F i j FklFm# (FkmFi# − Fk#Fim) F jl

+ F i j Fk#Fmn
(
FkmFinF j# + Fm#FinF jk

)
+ F i j Fk#Fm#

(
FkmFi#F j# − Fk#FimF j# + Fm#Fi#F jk

)
− F i#FklFmnFkm(FinFl# − Fn#Fil ) − F i#FklFm# (FkmFi#Fl# − Fk#FimFl# + Fk#Fm#Fil )

− F i#Fk#Fmn(Fm#FinFk# − FkmFn#Fi# − Fm#Fn#Fik) − F i#Fk#Fm# (Fm#Fi#Fk# + Fk#Fm#Fi#)
]
. (4.37o)

The sixteenth term becomes

Tr
[
FMNFOPFQRFMQFORFNP

]
= Tr

[
F i j FklFmnFimFknF jl + F i j FklFm# (FimFk# − Fi#Fkm) F jl

+ F i j Fk#FmnFim

(
FknF j# + Fn#F jk

)
+ F i j Fk#Fm#

(
FimFk#F j# − Fi#FkmF j# − Fi#Fm#F jk

)
− F i#FklFmn (FimFknFl# − Fm#FknFil ) − F i#FklFm# (FimFk#Fl# − Fi#FkmFl# − Fm#Fk#Fil )

− F i#Fk#Fmn(FimFn#Fk# − Fm#FknFi# − Fm#Fn#Fik) + F i#Fk#Fm# (Fi#Fm#Fk# + Fm#Fk#Fi#)
]
. (4.37p)

The seventeenth term becomes

Tr
[
FMNFOPFQRFMQFNOFPR

]
= Tr

[
F i j FklFmnFimF jkFin + F i j FklFm#

(
FimF jkFl# − Fi#F jkFlm

)
− F i j Fk#FmnFim

(
F jkFn# + F j#Fkn

)
+ F i j Fk#Fm#

(
Fi#F jkFm# − FimF j#Fk# + Fi#F j#Fkm

)
− F i#FklFmn(FimFk# − Fm#Fik) Fln − F i#FklFm# (FimFk#Fl# − Fi#Fk#Flm − Fm#FikFl#)

+ F i#Fk#Fmn(FimFk#Fn# − Fm#FikFn# − Fm#Fi#Fkn) − F i#Fk#Fm# (Fi#Fk#Fm# + Fm#Fi#Fk#)
]

(4.37q)
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We calculate the summation for the whole terms, and then can check that the sixth-order terms (for instance,F i#Fi#Fk#Fm#Fk#Fm#)
and the eighth-order terms (for instance,F i#Fi#FklFm#FklFm#) become zero. Here the “m-order term” means the term that contain
m’s roman indeces. Next we consider the tenth-order terms (for instance,F i j Fi j FklFm#FklFm#), but this calculation is so long.
Hence we give the conclusion of the calculation in the following lists.

Types Coefficients Using (3.27) (wherex4→ x#) and integrate thex#-direction.

I 4 = 4 F i j Fi j FklFm#FklFm# = c1[Ri ,Rj ]2 ([Rk,Rl ]Rm)2 ,

II 4 = 4 F i j Fi j Fk#FmnFk#Fmn = c1[Ri ,Rj ]2 (Rk[Rm,Rn])2 ,

III 4 = 4 F i#Fi#FklFmnFklFmn = c1R2
i ([Rk,Rl ][Rm,Rn])2 ,

IV 2 = 2 F i j Fi j Fk#FmnFmnFk# = c1[Ri ,Rj ]2Rk[Rm,Rn]2Rk,
V 4 = 4 F i j Fi j FklFm#Fm#Fkl = c1[Ri ,Rj ]2[Rk,Rl ]R2

m[Rk,Rl ],

VI 6 = 6 F i j FklFm#Fi j FklFm# = c1

(
[Ri ,Rj ][Rk,Rl ]Rm

)2
,

VII 2+ 2 = 4 F i#FklFmnFi#FmnFkl = c1Ri [Rk,Rl ][Rm,Rn]Ri [Rm,Rn][Rk,Rl ],
VIII 4+ 4 = 8 F i j FklFm#Fi j Fm#Fkl = c1[Ri ,Rj ][Rk,Rl ]Rm[Ri ,Rj ]Rm[Rk,Rl ],
IX −8 = −8 F i j Fi j FklFm#FkmFl# = c1[Ri ,Rj ]2[Rk,Rl ]Rm[Rk,Rm]Rl ,
X 8 = 8 F i j Fi j FklFm#Fk#Flm = c1[Ri ,Rj ]2[Rk,Rl ]RmRk[Rl ,Rm],
XI 8 = 8 F i j Fi j Fk#FmnFkmFn# = c1[Ri ,Rj ]2Rk[Rm,Rn][Rk,Rm]Rn,
XII −8 = −8 F i j Fi j Fk#FmnFm#Fkn = c1[Ri ,Rj ]2Rk[Rm,Rn]Rm[Rk,Rn],
XIII 16= 16 F i#Fi#FklFmnFkmFln = c1R2

i [Rk,Rl ][Rm,Rn][Rk,Rm][Rl ,Rn],
XIV −8 = −8 F i j FklFm#Fi j FkmFl# = c1[Ri ,Rj ][Rk,Rl ]Rm[Ri ,Rj ][Rk.Rm]Rl ,
XV 8 = 8 F i j FklFm#Fi j Fk#Flm = c1[Ri ,Rj ][Rk,Rl ]Rm[Ri ,Rj ]Rk[Rl ,Rm],
XVI 8 = 8 F i j Fk#FmnFi j FkmFn# = c1[Ri ,Rj ]Rk[Rm,Rn][Ri ,Rj ][Rk,Rm]Rn,
XVII −8 = −8 F i j Fk#FmnFi j Fm#Fkn = c1[Ri ,Rj ]Rk[Rm,Rn][Ri ,Rj ]Rm[Rk,Rn],
XVIII −16= −16 F i#FklFmnFi#FkmFln = c1Ri [Rk,Rl ][Rm,Rn]Ri [Rk,Rm][Rl ,Rn],
XIX −8 = −8 F i j FklFm#FklFimF j# = c1[Ri ,Rj ][Rk,Rl ]Rm[Rk,Rl ][Ri ,Rm]Rj ,
XX 8 = 8 F i j FklFm#FklFi#F jm = c1[Ri ,Rj ][Rk,Rl ]Rm[Rk,Rl ]Ri [Rj ,Rm],
XXI −16= −16 F i j Fk#FmnFk#FimF jn = c1[Ri ,Rj ]Rk[Rm,Rn]Rk[Ri ,Rm][Rj ,Rn],
XXII 8 = 8 F i#FklFmnFklFimFn# = c1Ri [Rk,Rl ][Rm,Rn][Rk,Rl ][Ri ,Rm]Rn,
XXIII −8 = −8 F i#FklFmnFklFm#Fin = c1Ri [Rk,Rl ][Rm,Rn][Rk,Rl ]Rm[Ri ,Rn],
XXIV −4 = −4 F i j FklFm#FimFklF j# = c1[Ri ,Rj ][Rk,Rl ]Rm[Ri ,Rm][Rk,Rl ]Rj ,
XXV 4+ 4 = 8 F i j FklFm#Fi#FklF jm = c1[Ri ,Rj ][Rk,Rl ]RmRi [Rk,Rl ][Rj ,Rm],
XXVI −8 = −8 F i j Fk#FmnFimFk#F jn = c1[Ri ,Rj ]Rk[Rm,Rn][Ri ,Rm]Rk[Rj ,Rn],
XXVII −4 = −4 F i#FklFmnFm#FklFin = c1Ri [Rk,Rl ][Rm,Rn]Rm[Rk,Rl ][Ri ,Rn],
XXVIII −8− 8 = −16 F i j FklFm#FikFm#F jl = c1[Ri ,Rj ][Rk,Rl ]Rm[Ri ,Rk]Rm[Rj ,Rl ],
XXIX −4− 4 = −8 F i j Fk#FmnFikFmnF j# = c1[Ri ,Rj ]Rk[Rm,Rn][Ri ,Rk][Rm,Rn]Rj ,
XXX 4+ 4 = 8 F i j Fk#FmnFi#FmnF jk = c1[Ri ,Rj ]Rk[Rm,Rn]Ri [Rm,Rn][Rj ,Rk],
XXXI 4+ 4 = 8 F i#FklFmnFikFmnFl# = c1Ri [Rk,Rl ][Rm,Rn][Ri ,Rk][Rm,Rn]Rl ,
XXXII −4− 4 = −8 F i#FklFmnFk#FmnFil = c1Ri [Rk,Rl ][Rm,Rn]Rk[Rm,Rn][Ri ,Rl ],
XXXIII 8 = 8 F i j FklFm#FikF jmFl# = c1[Ri ,Rj ][Rk,Rl ]Rm[Ri ,Rk][Rj ,Rm]Rl ,
XXXIV −8− 8 = −16 F i j FklFm#FikF j#Flm = c1[Ri ,Rj ][Rk,Rl ]Rm[Ri ,Rk]Rj [Rl ,Rm],
XXXV −8− 8 = −16 F i j Fk#FmnFi#F jmFkn = c1[Ri ,Rj ]Rk[Rm,Rn]Ri [Rj ,Rm][Rk,Rn],



4.3. THE HIGHER DIMENSIONAL GENERALIZATION 73

Types Coefficients Using (3.27) (wherex4→ x#) and integrate thex#-direction.

XXXVI 8 = 8 F i#FklFmnFk#FimFln = c1Ri [Rk,Rl ][Rm,Rn]Rk[Ri ,Rm][Rl ,Rn],
XXXVII −8− 8 = −16 F i j FklFm#FikFlmF j# = c1[Ri ,Rj ][Rk,Rl ]Rm[Ri ,Rk][Rl ,Rm]Rj ,
XXXVIII 8+ 8 = 16 F i j FklFm#FikFl#F jm = c1[Ri ,Rj ][Rk,Rl ]Rm[Ri ,Rk]Rl [Rj ,Rm],
XXXIX 8+ 8 = 16 F i j Fk#FmnFikFm#F jn = c1[Ri ,Rj ]Rk[Rm,Rn][Ri ,Rk]Rm[Rj ,Rn],

XL 8+ 8 = 16 F i j Fk#FmnFi#FkmF jn = c1[Ri ,Rj ]Rk[Rm,Rn]Ri [Rk,Rm][Rj ,Rn],
XLI 8+ 8 = 16 F i#FklFmnFikFlmFn# = c1Ri [Rk,Rl ][Rm,Rn][Ri ,Rk][Rl ,Rm]Rn,
XLII −8− 8 = −16 F i#FklFmnFk#FlmFin = c1Ri [Rk,Rl ][Rm,Rn]Rk[Rl ,Rm][Ri ,Rn],
XLIII 8 = 8 F i j FklFm#FkmFil F j# = c1[Ri ,Rj ][Rk,Rl ]Rm[Rk,Rm][Ri ,Rl ]Rj ,
XLIV −8 = −8 F i j FklFm#Fk#Fil F jm = c1[Ri ,Rj ][Rk,Rl ]RmRk[Ri ,Rl ][Rj ,Rm],
XLV 8 = 8 F i j Fk#FmnFkmFi#F jn = c1[Ri ,Rj ]Rk[Rm,Rn][Rk,Rm]Ri [Rj ,Rn],
XLVI −8 = −8 F i j Fk#FmnFm#FinF jk = c1[Ri ,Rj ]Rk[Rm,Rn]Rm[Ri ,Rn][Rj ,Rk],
XLVII −8− 8 = −16 F i j FklFm#FkmFi#F jl = c1[Ri ,Rj ][Rk,Rl ]Rm[Rk,Rm]Ri [Rj ,Rl ],
XLVIII 8 = 8 F i j FklFm#Fk#FimF jl = c1[Ri ,Rj ][Rk,Rl ]RmRk[Ri ,Rm][Rj ,Rl ],
XLIX −8− 8 = −16 F i j Fk#FmnFm#FinF jk = c1[Ri ,Rj ]Rk[Rm,Rn]Rm[Ri ,Rn][Rj ,Rk],

L 8 = 8 F i#FklFmnFkmFinFl# = c1Ri [Rk,Rl ][Rm,Rn][Rk,Rm][Ri ,Rn]Rl ,

LI 8+ 8 = 16 F i j FklFm#FimFk#F jl = c1[Ri ,Rj ][Rk,Rl ]Rm[Ri ,Rm]Rk[Rj ,Rl ],
LII −8− 8 = −16 F i j FklFm#Fi#FkmF jl = c1[Ri ,Rj ][Rk,Rl ]RmRi [Rk,Rm][Rj ,Rl ],
LIII 8 = 8 F i j Fk#FmnFimFn#F jk = c1[Ri ,Rj ]Rk[Rm,Rn][Ri ,Rm]Rn[Rj ,Rk],
LIV 8 = 8 F i#FklFmnFm#FknFil = c1Ri [Rk,Rl ][Rm,Rn]Rm[Rk,Rn][Ri ,Rl ].

Here we definec1 as

c1 B
∫ ∞

−∞
dx# ψ

2
0(x#)

2
√
π
ψ4
+(x

#)
(
ψ+(x

#) − 1
)4
. (4.38)

The twelveth-order terms (for instance,F i j Fi j FklFmnFklFmn) become∫
dx# Tr

[
2F i j Fi j

(
FklFmn

)2
+ F i j Fi j F

klFmnFmnFkl +
(
F i j FklFmn

)2

+ F i j FklFmnFi j FmnFkl + F i j FklFmnFklFi j Fmn

− 8F i j Fi j F
klFmnFkmFln − 8F i j FklFmnFi j FkmFln − 8F i j FklFmnFklFimF jn

− 4F i j FklFmnFimFklF jn − 4F i j FklFmnFikFmnF jl − 4F i j FklFmnFimF jnFkl

+ 8F i j FklFmnFikF jmFln − 8F i j FklFmnFikFlmF jn + 8F i j FklFmnFkmFil F jn

− 8F i j FklFmnFkmFinF jl + 8F i j FklFmnFimFknF jl − 8F i j FklFmnFimF jkFln

]
= Tr

[
2c2[Ri ,Rj ]

2 ([Rk,Rl ][Rm,Rn])2 + c2[Ri ,Rj ]
2[Rk,Rl ][Rm,Rn]2[Rk,Rl ] + c2

(
[Ri ,Rj ][Rk,Rl ][Rm,Rn]

)2

+ c2[Ri ,Rj ][Rk,Rl ][Rm,Rn][Ri ,Rj ][Rm,Rn][Rk,Rl ] + c2[Ri ,Rj ][Rk,Rl ][Rm,Rn][Rk,Rl ][Ri ,Rj ][Rm,Rn]

− 8c2[Ri ,Rj ]
2[Rk,Rl ][Rm,Rn][Rk,Rm][Rl ,Rn] − 8c2[Ri ,Rj ][Rk,Rl ][Rm,Rn][Ri ,Rj ][Rk,Rm][Rl ,Rn]

− 8c2[Ri ,Rj ][Rk,Rl ][Rm,Rn][Rk.Rl ][Ri ,Rm][Rj ,Rn] − 4c2[Ri ,Rj ][Rk,Rl ][Rm,Rn][Ri ,Rm][Rk,Rl ][Rj ,Rn]

− 4c2[Ri ,Rj ][Rk,Rl ][Rm,Rn][Ri ,Rk][Rm,Rn][Rj ,Rl ] − 4c2[Ri ,Rj ][Rk,Rl ][Rm,Rn][Ri ,Rm][Rj ,Rn][Rk,Rl ]

+ 8c2[Ri ,Rj ][Rk,Rl ][Rm,Rn][Ri ,Rk][Rj ,Rm][Rl ,Rn] − 8c2[Ri ,Rj ][Rk,Rl ][Rm,Rn][Ri ,Rk][Rl .Rm][Rj ,Rn]

+ 8c2[Ri ,Rj ][Rk,Rl ][Rm,Rn][Rk,Rm][Ri ,Rl ][Rj ,Rn] − 8c2[Ri ,Rj ][Rk,Rl ][Rm,Rn][Rk,Rm][Ri ,Rn][Rj ,Rl ]

+ 8c2[Ri ,Rj ][Rk,Rl ][Rm,Rn][Ri ,Rm][Rk,Rn][Rj ,Rl ] − 8c2[Ri ,Rj ][Rk,Rl ][Rm,Rn][Ri ,Rm][Rj ,Rk][Ri ,Rn]
]
,

(4.39)

where

c2 B
∫ ∞

−∞
dx# ψ6

+(x
#)

(
ψ+(x

#) − 1
)6
. (4.40)

Therefore we obtain the twelve-dimensional (static) Skyrme action as

E12dSky=
1
8

∫
R11

d11x c2E12 + c1E10, (4.41)
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whereE12 andE10 mean that the twelfth and tenth order term ofRi respectively.

E12B Tr
[
2[Ri ,Rj ]

2 ([Rk,Rl ][Rm,Rn])2 + [Ri ,Rj ]
2[Rk,Rl ][Rm,Rn]2[Rk,Rl ] +

(
[Ri ,Rj ][Rk,Rl ][Rm,Rn]

)2

+ [Ri ,Rj ][Rk,Rl ][Rm,Rn][Ri ,Rj ][Rm,Rn][Rk,Rl ] + [Ri ,Rj ][Rk,Rl ][Rm,Rn][Rk,Rl ][Ri ,Rj ][Rm,Rn]

− 8[Ri ,Rj ]
2[Rk,Rl ][Rm,Rn][Rk,Rm][Rl ,Rn] − 8[Ri ,Rj ][Rk,Rl ][Rm,Rn][Ri ,Rj ][Rk,Rm][Rl ,Rn]

− 8[Ri ,Rj ][Rk,Rl ][Rm,Rn][Rk.Rl ][Ri ,Rm][Rj ,Rn] − 4[Ri ,Rj ][Rk,Rl ][Rm,Rn][Ri ,Rm][Rk,Rl ][Rj ,Rn]

− 4[Ri ,Rj ][Rk,Rl ][Rm,Rn][Ri ,Rk][Rm,Rn][Rj ,Rl ] − 4[Ri ,Rj ][Rk,Rl ][Rm,Rn][Ri ,Rm][Rj ,Rn][Rk,Rl ]

+ 8[Ri ,Rj ][Rk,Rl ][Rm,Rn][Ri ,Rk][Rj ,Rm][Rl ,Rn] − 8[Ri ,Rj ][Rk,Rl ][Rm,Rn][Ri ,Rk][Rl .Rm][Rj ,Rn]

+ 8[Ri ,Rj ][Rk,Rl ][Rm,Rn][Rk,Rm][Ri ,Rl ][Rj ,Rn] − 8[Ri ,Rj ][Rk,Rl ][Rm,Rn][Rk,Rm][Ri ,Rn][Rj ,Rl ]

+ 8[Ri ,Rj ][Rk,Rl ][Rm,Rn][Ri ,Rm][Rk,Rn][Rj ,Rl ] − 8[Ri ,Rj ][Rk,Rl ][Rm,Rn][Ri ,Rm][Rj ,Rk][Ri ,Rn]
]
,

(4.42a)

E10B Tr
[
4[Ri ,Rj ]

2 ([Rk,Rl ]Rm)2 + 4[Ri ,Rj ]
2 (Rk[Rm,Rn])2 + 4R2

i ([Rk,Rl ][Rm,Rn])2 + 2[Ri ,Rj ]
2Rk[Rm,Rn]2Rk

+ 4[Ri ,Rj ]
2[Rk,Rl ]R

2
m[Rk,Rl ] + 6

(
[Ri ,Rj ][Rk,Rl ]Rm

)2
+ 4Ri [Rk,Rl ][Rm,Rn]Ri [Rm,Rn][Rk,Rl ]

+ 8[Ri ,Rj ][Rk,Rl ]Rm[Ri ,Rj ]Rm[Rk,Rl ]

− 8[Ri ,Rj ]
2[Rk,Rl ]Rm[Rk,Rm]Rl + 8[Ri ,Rj ]

2[Rk,Rl ]RmRk[Rl ,Rm] + 8[Ri ,Rj ]
2Rk[Rm,Rn][Rk,Rm]Rn

− 8[Ri ,Rj ]
2Rk[Rm,Rn]Rm[Rk,Rn] + 16R2

i [Rk,Rl ][Rm,Rn][Rk,Rm][Rl ,Rn] − 8[Ri ,Rj ][Rk,Rl ]Rm[Ri ,Rj ][Rk,Rm]Rl

+ 8[Ri ,Rj ][Rk,Rl ]Rm[Ri ,Rj ]Rk[Rl ,Rm] + 8[Ri ,Rj ]Rk[Rm,Rn][Ri ,Rj ][Rk,Rm]Rn − 8[Ri ,Rj ]Rk[Rm,Rn][Ri ,Rj ]Rm[Rk,Rn]

− 16Ri [Rk,Rl ][Rm,Rn]Ri [Rk,Rm][Rl ,Rn] − 8[Ri ,Rj ][Rk,Rl ]Rm[Rk,Rl ][Ri ,Rm]Rj + 8[Ri ,Rj ][Rk,Rl ]Rm[Rk,Rl ]Ri [Rj ,Rm]

− 16[Ri ,Rj ]Rk[Rm,Rn]Rk[Ri ,Rm][Rj ,Rn] + 8Ri [Rk,Rl ][Rm,Rn][Rk,Rl ][Ri ,Rm]Rn − 8Ri [Rk,Rl ][Rm,Rn][Rk,Rl ]Rm[Ri ,Rn]

− 4[Ri ,Rj ][Rk,Rl ]Rm[Ri ,Rm][Rk,Rl ]Rj + 8[Ri ,Rj ][Rk,Rl ]RmRi [Rk,Rl ][Rj ,Rm] − 8[Ri ,Rj ]Rk[Rm,Rn][Ri ,Rm]Rk[Rj ,Rn]

− 4Ri [Rk,Rl ][Rm,Rn]Rm[Rk,Rl ][Ri ,Rn] − 16[Ri ,Rj ][Rk,Rl ]Rm[Ri ,Rk]Rm[Rj ,Rl ] − 8[Ri ,Rj ]Rk[Rm,Rn][Ri ,Rk][Rm,Rn]Rj

+ 8[Ri ,Rj ]Rk[Rm,Rn]Ri [Rm,Rn][Rj ,Rk] + 8Ri [Rk,Rl ][Rm,Rn][Ri ,Rk][Rm,Rn]Rl

− 16[Ri ,Rj ][Rk,Rl ]Rm[Ri ,Rk]Rj [Rl ,Rm] − 16[Ri ,Rj ]Rk[Rm,Rn]Ri [Rj ,Rm][Rk,Rn] + 8Ri [Rk,Rl ][Rm,Rn]Rk[Ri ,Rm][Rl ,Rn]

− 16[Ri ,Rj ][Rk,Rl ]Rm[Ri ,Rk][Rl ,Rm]Rj + 16[Ri ,Rj ][Rk,Rl ]Rm[Ri ,Rk]Rl [Rj ,Rm] + 16[Ri ,Rj ]Rk[Rm,Rn][Ri ,Rk]Rm[Rj ,Rn]

+ 16[Ri ,Rj ]Rk[Rm,Rn]Ri [Rk,Rm][Rj ,Rn] + 16Ri [Rk,Rl ][Rm,Rn][Ri ,Rk][Rl ,Rm]Rn − 16Ri [Rk,Rl ][Rm,Rn]Rk[Rl ,Rm][Ri ,Rn]

+ 8[Ri ,Rj ][Rk,Rl ]Rm[Rk,Rm][Ri ,Rl ]Rj − 8[Ri ,Rj ][Rk,Rl ]RmRk[Ri ,Rl ][Rj ,Rm] + 8[Ri ,Rj ]Rk[Rm,Rn][Rk,Rm]Ri [Rj ,Rn]

− 8[Ri ,Rj ]Rk[Rm,Rn]Rm[Ri ,Rn][Rj ,Rk] − 16[Ri ,Rj ][Rk,Rl ]Rm[Rk,Rm]Ri [Rj ,Rl ] + 8[Ri ,Rj ][Rk,Rl ]RmRk[Ri ,Rm][Rj ,Rl ]

− 16[Ri ,Rj ]Rk[Rm,Rn]Rm[Ri ,Rn][Rj ,Rk] + 8Ri [Rk,Rl ][Rm,Rn][Rk,Rm][Ri ,Rn]Rl + 16[Ri ,Rj ][Rk,Rl ]Rm[Ri ,Rm]Rk[Rj ,Rl ]

− 16[Ri ,Rj ][Rk,Rl ]RmRi [Rk,Rm][Rj ,Rl ] + 8[Ri ,Rj ]Rk[Rm,Rn][Ri ,Rm]Rn[Rj ,Rk] + 8Ri [Rk,Rl ][Rm,Rn]Rm[Rk,Rn][Ri ,Rl ]
]
.

(4.42b)
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4.4 The detailed calculations

4.4.1 The Bogomol’nyi completion and the normalization constant in eight dimensions

We first lead the Bogomol’nyi completion in eight dimensions. Let us start at the following trivial equation which is analogy
from four dimensional one (3.6).

Tr

((
α

3!

)2
εi jklmnoRiRjRk ± βR[lRmRnRo]

)2

≥ 0, (4.43)

whereα, β are real value constants which are defined as later. Expand the l.h.s. in the above equation:((
α

3!

)2
εi jklmnoRiRjRk ± βR[lRmRnRo]

)2

=

(
α

3!

)2
εi jklmnoεpqrlmnoRiRjRkRpRqRr ±

2
3!
αβεi jklmnoRiRjRkR[lRmRnRo] + β

2 (
R[lRmRnRo]

)2 ,

(4.44)

wherei, j, . . . , p, r, r = 1, . . . ,7. The first term becomes(
1
3!

)2

εi jklmnoεpqrlmnoTr
[
RiRjRkRpRqRr

]
=

1
3!

Tr
[(

[Ri ,Rj ]Rk

)2 − [Ri ,Rj ]Rk[Ri ,Rk]Rj + [Ri ,Rj ]
2R2

k

+ [Ri ,Rj ]Rk[Rj ,Rk]Ri + [Rj ,Rk][Ri ,Rj ]RkRi − [Ri ,Rk][Ri ,Rj ]RkRj

]
. (4.45)

Using the cyclic permutations of trace and the reparacement of indecies, we obtain

Tr[Ri ,Rj ]Rk[Rj ,Rk]Ri = −Tr[Ri ,Rj ]Ri [Rk,Rj ]Rk, (4.46)

and

[Rj ,Rk][Ri ,Rj ]RkRi − [Ri ,Rk][Ri ,Rj ]RkRj = 2[Ri ,Rj ][Rk,Ri ]RjRk. (4.47)

Hence (
1
3!

)2

εi jklmnoεpqrlmnoTr
[
RiRjRkRpRqRr

]
=

1
3!

Tr
[(

[Ri ,Rj ]Rk

)2
+ [Ri ,Rj ]

2R2
k − [Ri ,Rj ]Rk[Ri ,Rk]Rj

+ 2[Ri ,Rj ][Rk,Ri ]RjRk − [Ri ,Rj ]Ri [Rk,Rj ]Rk

]
. (4.48)

The third term becomes

Tr
(
R[lRmRnRo]

)2
=

1
4!

(
1
2!

)2

Tr
[
[Ri ,Rj ][Rk,Rl ][Ri ,Rj ][Rk,Rl ] + [Ri ,Rj ][Rk,Rl ][Rk,Rl ][Ri ,Rj ] − 4[Ri ,Rj ][Rk,Rl ][Ri ,Rk][Rj ,Rl ]

]
=

1
4!

1
4

Tr
[(

[Ri ,Rj ][Ri ,Rj ]
)2
+

(
[Ri ,Rj ][Rk,Rl ]

)2 − 4[Ri ,Rj ][Rk,Rl ][Ri ,Rk][Rj ,Rl ]
]
. (4.49)

Without coefficients, (4.48) and (4.48) are just the 8th and 6th derivatives terms of the eight-dimensional Skyrme model respec-
tively. Therefore we set the constantsα, β as follows to accord with (4.5):

α = 2
√

3!c1, β = 2
√

4!c2, (4.50)

and then the Bogomol’nyi bound which is the second term of (4.44) becomes

ESkyrme≥ ∓16
√

c1c2

∫
d7xTr

[
εi jklmnoRiRjRkRlRmRnRo

]
, (4.51)

where we using the relation:εi jklmnoRiRjRkR[lRmRnRo] = εi jklmnoRiRjRkRlRmRnRo. Here we setc1 = c2 = 1 then we obtain the
Bogomol’nyi completion of the energy (4.9).
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We next consider the normalization constantNC. We determine the normalization constant by the condition that the topolog-
ical charge of the single Skyrmion, becomes one. Using (4.63) and (4.4.2), we obtain

εi jklmnoTrRiRjRkRlRmRnRo =

(
1
2!

)3

εi jklmnoTr[Ri ,Rj ][Rk,Rl ][Rm,Rn]Ro

=

(
1
2!

)3

εi jklmnoTr
[
D2Σi jΣkl

(
DBΣmnx̂ox̂† + DCΣmne

†
o − ECΘmnx̂

†e†o − FAΘmne
†
ox̂†

)
− D2ECΣi jΘkl x̂

†Σmne
†
o − D2FAΣi jΘklΣmne

†
ox̂† − ED2CΘi j x̂

†ΣklΣmne
†
o − FD2AΘi jΣklΣmne

†
ox̂†

]
.

(4.52)

The basis are

D2 · DB term : εi jklmnoΣi jΣklΣmnx̂ox̂† = 576018,

D2 · DC term : εi jklmnoΣi jΣklΣmne
†
o = 7 · 576018,

D2 · EC term : εi jklmnoΣi jΣklΘmnx̂
†e†o = 576018,

D2 · FA term : εi jklmnoΣi jΣklΘmne
†
ox̂† = −576018,

D2 · EC term : εi jklmnoΣi jΘkl x̂
†Σmne

†
o = 576018,

D2 · FA term : εi jklmnoΣi jΘklΣmne
†
ox̂† = −576018,

D2 · EC term : εi jklmnoΘi j x̂
†ΣklΣmne

†
o = 576018,

D2 · FA term : εi jklmnoΘi jΣklΣmne
†
ox̂† = −576018. (4.53)

Hence

εi jklmnoTrRiRjRkRlRmRnRo =

(
1
2!

)3

5 · 5760r−6 sin6 f∂r f 18. (4.54)

Therefore we obtain ∫
εi jklmnoTrRiRjRkRlRmRnRo d7x =

16
15
π3 ·

(
1
2!

)3

· 5760Tr18 ·
∫ ∞

0
5 sin6 f∂r f dr

= 30720π3 × 5!!
6!!

( f (∞) − f (0)) = −9600π4. (4.55)

Here we have used the boundary conditionf (0) = π, f (∞) = 0 and have taken into account the factor that comes from the
six-dimensional spherical integration: ∫

S6
dΩ6 =

16
15
π3r6, (4.56)

whereS6 is the six-dimensional spherical surface anddΩ6 is the integral element of the six-dimensional sphere. Therefore the
normalization constant isNC = −1/9600π4.

4.4.2 Hedgehog ansatz

We first introduce the hedgehog ansatz in 4n dimensions. Lete†µ be the (4n − 1)-dimensional ASD basis which is defined by
(2.167), then we introduce the 4n-dimensional hedgehog ansatz as

U(xi) = exp
(
f (r)x̂ie†i

)
, (4.57)

wherex̂i B xi/r, r2 B xi xi and f (r) is a real function, which is usually called as a profile function. The indexi run from 1 to
4n− 1. Fore†i = −ei , this hedgehog ansatz satisfies the relationUU† = 122n−1, thusU ∈ U(22n−1). The right currentRi with the
hedgehog ansatz becomes

U(xi) = cos f 122n−1 + sin f x̂†, (4.58a)

∂iU = − sin f∂r f x̂i122n−1 +
(
cos f∂r f − r−1 sin f

)
x̂i x̂
† + r−1 sin f e†i , (4.58b)

Ri = U∂iU
† = r−1 sin2 f x̂i122n−1 −

(
−r−1 sin f cos f + ∂r f

)
x̂i x̂
† − r−1 sin f cos f e†i + r−1 sin2 f e†i x̂†, (4.58c)
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wherex̂† B x̂ie†i (and x̂B x̂iei).
Using the lemma 2.4.1 andeie

†
i = e†i ei = (4n− 1)122n−1, we obtain

e†i x̂e†i = e†i (2xi122n−1 − ei x̂
†) = 2x̂† − (4n− 1)x̂† = −(4n− 3)x̂†, (4.59a)

e†i x̂†ei = e†i (2xi122n−1 − e†i x̂) = 2x̂† + (4n− 1)x̂ = −(4n− 3)x̂†, (4.59b)

e†i x̂†e†i = e†i (−2xi122n−1 − e†i x̂†) = −2x̂† + (4n− 1)x̂† = (4n− 3)x̂†. (4.59c)

Using these results, we give the useful following relations:

RiRi = −
(
(∂r f )2 + (4n− 2)r−2 sin2 f

)
122n−1, (4.60a)

[Ri ,Rj ] = −r−2 sin2 fΣi j + 2
(
r−2 sin2 f − r−1 sin f cos f∂r f

)
Θi j x̂

† − 2r−1 sin2 f∂r fΘi j . (4.60b)

where we defineΣi j B e†i ej −e†j ei = eie
†
j −eje

†
i (because ofe†i = −ei) andΘi j B x̂ie

†
j − x̂ je

†
i . Here the matricesΣi j andΘi j satisfy

the following relations

Θi j x̂
† = −x̂†Θi j , Σi jΘi j = 8(2n− 1)x̂†, Θi jΣi j = −8(2n− 1)x̂†,

Θ2
i j = −4(2n− 1) 122n−1,

(
Σi j

)2
= −4(4n− 1)(4n− 2) 122n−1. (4.61)

The squares of the commutator [Ri ,Rj ] is evaluated as

[Ri ,Rj ]
2 = −8(2n− 1)r−2 sin2 f

(
(4n− 3)r−2 sin2 f + 2(∂r f )2

)
122n−1. (4.62)

Derivation of the eight-dimensional Skyrme model with the hedgehog ansatz

Here we will lead the energy functional with the hedgehog ansatz (4.16). In the following, we use the seven-dimensional
hedgehog ansatz thus the roman indecesi, j run from 1 to 7. For later convenience we rewrite the right current as

Ri = r−1 sin2 f x̂i18 −
(
−r−1 sin f cos f + ∂r f

)
x̂i x̂
† − r−1 sin f cos f e†i + r−1 sin2 f e†i x̂†

C Ax̂i18 − Bx̂i x̂
† −Ce†i + Ae†i x̂†, (4.63)

whereAB r−1 sin2 f , BB −r−1 sin f cos f + ∂r f andC B r−1 sin f cos f . The square of right current is

RiRi = −
(
(∂r f )2 + 6r−2 sin2 f

)
18. (4.64)

The commutator of the currentRi is

[Ri ,Rj ] = −r−2 sin2 fΣi j + 2
(
r−2 sin2 f − r−1 sin f cos f∂r f

)
(x̂ie

†
j − x̂ je

†
i )x̂† − 2r−1 sin2 f∂r f (x̂ie

†
j − x̂ je

†
i )

C −DΣi j + EΘi j x̂
† − FΘi j , (4.65)

where we have definedD B r−2 sin2 f , E B 2
(
r−2 sin2 f − r−1 sin f cos f∂r f

)
, F B 2r−1 sin2 f∂r f andΘi j = x̂ie

†
j − x̂ je

†
i . Now

(4.61) becomes

Θi j x̂
† = −x̂†Θi j , Σi jΘi j = 24x̂†, Θi jΣi j = −24x̂†,

Θ2
i j = −1218,

(
Σi j

)2
= −16818. (4.66)

The squares of the commutator [Ri ,Rj ] is

[Ri ,Rj ]
2 = −24r−2 sin2 f

(
5r−2 sin2 f + 2(∂r f )2

)
18. (4.67)

Using this result, we can calculate the first term in (4.5) as(
[Ri ,Rj ]

2
)2
= 16 · 62r−4 sin4 f

(
25r−4 sin4 f + 20r−2 sin2 f (∂r f )2 + 4(∂r f )4

)
18. (4.68)

Things get more involved when we calculate the second term.
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We expand the second term in (4.5) with the hedgehog ansatz as(
[Ri ,Rj ][Rk,Rl ]

)2
= D4Σi jΣklΣi jΣkl − D3E

(
Σi jΣklΣi jΘkl x̂

† + Σi jΣklΘi j x̂
†Σkl + Σi jΘkl x̂

†Σi jΣkl + Θi j x̂
†ΣklΣi jΣkl

)
+ D3F

(
Σi jΣklΣi jΘkl + Σi jΣklΘi jΣkl + Σi jΘklΣi jΣkl + Θi jΣklΣi jΣkl

)
+ D2(E2 + F2)

(
Σi jΣklΘi jΘkl + Θi jΘklΣi jΣkl

)
+ D2E2

(
Σi jΘkl x̂

†Σi jΘkl x̂
† + Σi jΘkl x̂

†Θi j x̂
†Σkl + Θi j x̂

†ΣklΣi jΘkl x̂
† + Θi j x̂

†ΣklΘi j x̂
†Σkl

)
− D2EF

(
Σi jΘkl x̂

†Σi jΘkl + Σi jΘkl x̂
†Θi jΣkl + Θi j x̂

†ΣklΣi jΘkl + Θi j x̂
†ΣklΘi jΣkl

+ Σi jΘklΣi jΘkl x̂
† + Σi jΘklΘi j x̂

†Σkl + Θi jΣklΣi jΘkl x̂
† + Θi jΣklΘi j x̂

†Σkl

)
− DE(E2 + F2)

(
Σi jΘkl x̂

†Θi jΘkl + Θi j x̂
†ΣklΘi jΘkl + Θi jΘklΣi jΘkl x̂

† + Θi jΘklΘi j x̂
†Σkl

)
+ D2F2

(
Σi jΘklΣi jΘkl + Σi jΘklΘi jΣkl + Θi jΣklΣi jΘkl + Θi jΣklΘi jΣkl

)
+ DF(E2 + F2)

(
Σi jΘklΘi jΘkl + Θi jΣklΘi jΘkl + Θi jΘklΣi jΘkl + Θi jΘklΘi jΣkl

)
+ (E2 + F2)2Θi jΘklΘi jΘkl. (4.69)

Here we have used the relationΘi j x̂†Θkl x̂† = Θi jΘkl andΘi j x̂†Θkl + Θi jΘkl x̂† = 0. We stress that terms that contain the odd
number of ˆx or x̂† vanish under the trace of the matrices. Since we need the trace of (4.69) in the energy functional, we neglect
these terms and never calculate them in the following. Exploiting this fact, we are left with the terms that contain the even
number of ˆx:

D4 term : Σi jΣklΣi jΣkl = 134418,

D3E term : Σi jΣklΣi jΘkl x̂
† + · · · + Θi j x̂

†ΣklΣi jΣkl = 4 · 19218,

D2(E2 + F2) term : Σi jΣklΘi jΘkl + Θi jΘklΣi jΣkl = −2 · 38418,

D2E2 term : Σi jΘkl x̂
†Σi jΘkl x̂

† + Θi j x̂
†ΣklΘi j x̂

†Σkl = 2 · 9618,

Σi jΘkl x̂
†Θi j x̂

†Σkl + Θi j x̂
†ΣklΣi jΘkl x̂

† = −2 · 38418,

DE(E2 + F2) term : Σi jΘkl x̂
†Θi jΘkl + · · · + Θi jΘklΘi j x̂

†Σkl = −4 · 19218,

D2F2 term : Σi jΘklΣi jΘkl + Θi jΣklΘi jΣkl = 2 · 86418,

Σi jΘklΘi jΣkl + Θi jΣklΣi jΘkl = −2 · 38418,

(E2 + F2)2 term : Θi jΘklΘi jΘkl = −9618. (4.70)

With this result at hand, we find that the second term in (4.5) becomes

Tr
(
[Ri ,Rj ][Rk,Rl ]

)2
= 1536r−4 sin4 f

(
−5r−4 sin4 f + 20r−2 sin2 f (∂r f )2 − 8(∂r f )4

)
. (4.71)

We calculate the other terms by same method as follows.
Expand the third term in (4.5) with the hedgehog ansatz as

[Ri ,Rj ][Rk,Rl ][Ri ,Rk][Rj ,Rl ] = D4Σi jΣklΣikΣ jl − D3E
(
Σi jΣklΣikΘ jl x̂

† + Σi jΣklΘik x̂†Σ jl + Σi jΘkl x̂
†ΣikΣ jl + Θi j x̂

†ΣklΣikΣ jl

)
+ D3F

(
Σi jΣklΣikΘ jl + Σi jΣklΘikΣ jl + Σi jΘklΣikΣ jl + Θi jΣklΣikΣ jl

)
+ D2(E2 + F2)

(
Σi jΣklΘikΘ jl + Θi jΘklΣikΣ jl

)
+ D2E2

(
Σi jΘkl x̂

†ΣikΘ jl x̂
† + Σi jΘkl x̂

†Θik x̂†Σ jl + Θi j x̂
†ΣklΣikΘ jl x̂

† + Θi j x̂
†ΣklΘik x̂†Σ jl

)
− D2EF

(
Σi jΘkl x̂

†ΣikΘ jl + Σi jΘkl x̂
†ΘikΣ jl + Θi j x̂

†ΣklΣikΘ jl + Θi j x̂
†ΣklΘikΣ jl

+ Σi jΘklΣikΘ jl x̂
† + Σi jΘklΘik x̂†Σ jl + Θi jΣklΣikΘ jl x̂

† + Θi jΣklΘik x̂†Σ jl

)
− DE(E2 + F2)

(
Σi jΘkl x̂

†ΘikΘ jl + Θi j x̂
†ΣklΘikΘ jl + Θi jΘklΣikΘ jl x̂

† + Θi jΘklΘik x̂†Σ jl

)
+ D2F2

(
Σi jΘklΣikΘ jl + Σi jΘklΘikΣ jl + Θi jΣklΣikΘ jl + Θi jΣklΘikΣ jl

)
+ DF(E2 + F2)

(
Σi jΘklΘikΘ jl + Θi jΣklΘikΘ jl + Θi jΘklΣikΘ jl + Θi jΘklΘikΣ jl

)
+ (E2 + F2)2Θi jΘklΘikΘ jl , (4.72)
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and

D4 term : Σi jΣklΣikΣ jl = −1276818,

D3E term : Σi jΣklΣikΘ jl x̂
† + · · · + Θi j x̂

†ΣklΣikΣ jl = −4 · 182418,

D2(E2 + F2) term : Σi jΣklΘikΘ jl + Θi jΘklΣikΣ jl = 2 · 4818,

D2E2 term : Σi jΘkl x̂
†ΣikΘ jl x̂

† + Θi j x̂
†ΣklΘik x̂†Σ jl = −2 · 55218

Σi jΘkl x̂
†Θik x̂†Σ jl + Θi j x̂

†ΣklΣikΘ jl x̂
† = −2 · 31218,

DE(E2 + F2) term : Σi jΘkl x̂
†ΘikΘ jl + · · · + Θi jΘklΘik x̂†Σ jl = 4 · 2418,

D2F2 term : Σi jΘklΣikΘ jl + Θi jΣklΘikΣ jl = −2 · 64818,

Σi jΘklΘikΣ jl + Θi jΣklΣikΘ jl = −2 · 31218,

(E2 + F2)2 term : Θi jΘk jΘikΘ jl = 1218. (4.73)

Hence we obtain

Tr[Ri ,Rj ][Rk,Rl ][Ri ,Rk][Rj ,Rl ] = 768r−4 sin4 f
(
−55r−4 sin4 f − 80r−2 sin2 f (∂r f )2 + 2(∂r f )4

)
. (4.74)

Using (4.64) and (4.67), we easily calculate the fourth term in (4.5) with the hedgehog ansatz:

Tr
(
[Ri ,Rj ]

)2
R2

k = 192r−2 sin2 f
(
30r−4 sin4 f + 17r−2 sin2 f (∂r f )2 + 2(∂r f )4

)
. (4.75)

Expand the fifth term in (4.5) with the hedgehog ansatz as(
[Ri ,Rj ]Rk

)2
= −D2A2Σi jΣi j − DA(FC + EA)

(
Σi jΘi j x̂

† + Θi j x̂
†Σi j

)
+

(
D2B(B+ 2C)

)
Σi j x̂

†Σi j x̂
† +

(
DB(EB+ EC) + DC(EB+ FA)

) (
Σi j x̂

†Θi j + Θi jΣi j x̂
†
)

+ D2C2Σi j e
†
kΣi j e

†
k − DC(EC− FA)

(
Σi j e

†
kΘi j x̂

†e†k + Θi j x̂
†e†kΣi j e

†
k

)
+ A2D2Σi j e

†
k x̂†Σi j e

†
k x̂† − AD(EA+ FC)

(
Σi j e

†
k x̂†Θi j e

†
k + Θi j e

†
kΣi j e

†
k x̂†

)
+

(
(E2 + F2)(B2 − A2 + 2BC)

)
Θi jΘi j + (EC− FA)2Θi j x̂

†e†kΘi j x̂
†e†k + (EA+ FC)2Θi j e

†
kΘi j e

†
k + O(x̂†), (4.76)

whereO(x̂†) means the term that contain the odd number of ˆx or x̂†.

D2A2 term : Σi jΣi j = −16818,

DA(FC + EA) term : Σi j x̂
†Θi j + Θi jΣi j x̂

† = −2 · 2418,

D2B(B+ 2C) term : Σi j x̂
†Σi j x̂

† = 7218,

DB(EB+ EC) + DC(EB+ FA) term : Σi j x̂
†Θi j + Θi jΣi j x̂

† = 2 · 2418,

D2C2 term : Σi j e
†
kΣi j e

†
k = 50418,

DC(EC− FA) term : Σi j e
†
kΘi j x̂

†e†k + Θi j x̂
†e†kΣi j e

†
k = 2 · 7218,

A2D2 term : Σi j e
†
k x̂†Σi j e

†
k x̂† = −12018,

AD(EA+ FC) term : Σi j e
†
k x̂†Θi j e

†
k + Θi j e

†
kΣi j e

†
k x̂† = −2 · 7218,

(E2 + F2)(B2 − A2 + 2BC) term : Θi jΘi j = −1218,

(EC− FA)2 term : Θi j x̂
†e†kΘi j x̂

†e†k = 3618,

(EA+ FC)2 term : Θi j e
†
kΘi j e

†
k = −6018. (4.77)

Hence

Tr
(
[Ri ,Rj ]Rk

)2
= 192r−2 sin2 f

(
10r−4 sin4 f + 13r−2 sin2 f (∂r f )2 − 2(∂r f )4

)
. (4.78)
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Expand the sixth term in (4.5) with the hedgehog ansatz as

[Ri ,Rj ]Rk[Ri ,Rk]Rj = D2A2x̂ j x̂kΣi jΣik + D2A2
(
x̂kΣi jΣike†j x̂

† + x̂ jΣi j e
†
k x̂†Σik

)
+ DA(EA− FB)

(
x̂kx̂ jΣi jΘik x̂† + x̂kx̂ jΘi j x̂

†Σik

)
− DA(EA+ FC)

(
x̂kΣi jΘike†j + x̂ jΘi j e

†
kΣik

)
+ D2B2x̂kx̂ jΣi j x̂

†Σik x̂† + D2BC
(
x̂kΣi j x̂

†Σike†j + x̂ jΣi j e
†
kΣik x̂†

)
+ DB(EB+ FA)

(
x̂kx̂ jΣi j x̂

†Θik + x̂ j x̂kΘi jΣik x̂†
)
− DB(EC− FA)

(
x̂kΣi j x̂

†Θik x̂†e†j + x̂ jΘi j x̂
†e†kΣik x̂†

)
+ D2C2Σi j e

†
kΣike†j + DC(EB+ FA)

(
x̂ jΣi j e

†
kΘik + x̂kΘi jΣike†j

)
− DC(EC− FA)

(
Σi j e

†
kΘik x̂†e†j + Θi j x̂

†e†kΣike†j
)

+ A2D2Σi j e
†
k x̂†Σike†j x̂

† + AD(EA− FB)
(
x̂ jΣi j e

†
k x̂†Θik x̂† + x̂kΘi j x̂

†Σike†j x̂
†
)

− AD(EA+ FC)
(
Σi j e

†
k x̂†Θike†j + Θi j e

†
kΣike†j x̂

†
)
+ (EA− FB)2x̂ j x̂kΘi j x̂

†Θik x̂†

− (EA− FB)(EA+ FC)
(
x̂kΘi j x̂

†Θike†j + x̂ jΘi j e
†
kΘik x̂†

)
+ (EB+ FA)2x̂ j x̂kΘi jΘik

− (EB+ FA)(EC− FA)
(
x̂kΘi jΘik x̂†e†j + x̂ jΘi j x̂

†e†kΘik

)
+ (EC− FA)2Θi j x̂

†e†kΘik x̂†e†j + (EA+ FC)2Θi j e
†
kΘike†j + O(x̂†), (4.79)

and

D2A2 term. : x̂ j x̂kΣi jΣik = −2418,

D2A2 term. : x̂kΣi jΣike†j x̂
† + x̂ jΣi j e

†
k x̂†Σik = −2 · 9618,

DA(EA− FB) term. : x̂kx̂ jΣi jΘik x̂† + x̂kx̂ jΘi j x̂
†Σik = −2 · 1218,

DA(EA+ FC) term. : x̂kΣi jΘike†j + x̂ jΘi j e
†
kΣik = −2 · 7218,

D2B2 term. : x̂kx̂ jΣi j x̂
†Σik x̂† = −2418,

D2BC term. : x̂kΣi j x̂
†Σike†j + x̂ jΣi j e

†
kΣik x̂† = −2 · 14418,

DB(EB+ FA) term. x̂kx̂ jΣi j x̂
†Θik + x̂ j x̂kΘi jΣik x̂† = 2 · 1218,

DB(EC− FA) term. : x̂kΣi j x̂
†Θik x̂†e†j + x̂ jΘi j x̂

†e†kΣik x̂† = −2 · 7218,

D2C2 term. : Σi j e
†
kΣike†j = −100818,

DC(EB+ FA) term. : x̂ jΣi j e
†
kΘik + x̂kΘi jΣike†j = 2 · 1218,

DC(EC− FA) term. : Σi j e
†
kΘik x̂†e†j + Θi j x̂

†e†kΣike†j = −2 · 14418,

A2D2 term. : Σi j e
†
k x̂†Σike†j x̂

† = −24018,

AD(EA− FB) term. : x̂ jΣi j e
†
k x̂†Θik x̂† + x̂kΘi j x̂

†Σike†j x̂
† = 2 · 1218,

AD(EA+ FC) term. : Σi j e
†
k x̂†Θike†j + Θi j e

†
kΣike†j x̂

† = 2 · 14418,

(EA− FB)2 term. : x̂ j x̂kΘi j x̂
†Θik x̂† = −618,

(EA− FB)(EA+ FC) term. : x̂kΘi j x̂
†Θike†j + x̂ jΘi j e

†
kΘik x̂† = −2 · 618,

(EB+ FA)2 term. : x̂ j x̂kΘi jΘik = −618,

(EB+ FA)(EC− FA) term. : x̂kΘi jΘik x̂†e†j + x̂ jΘi j x̂
†e†kΘik = 2 · 618,

(EC− FA)2 term. : Θi j x̂
†e†kΘik x̂†e†j = −4218,

(EA+ FC)2 term. : Θi j e
†
kΘike†j = 3018. (4.80)

Hence

Tr[Ri ,Rj ]Rk[Ri ,Rk]Rj = 192r−2 sin2 f
(
−25r−4 sin4 f − 16r−2 sin2(∂r f )2 − (∂r f )4

)
. (4.81)
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Expand the seventh term in (4.5) with the hedgehog ansatz as

[Ri ,Rj ][Rk,Ri ]RjRk = D2(A2 − B2 − 2BC)x̂ j x̂kΣi jΣki + D2(A2 − BC)Σi jΣkiΘ jk x̂† + D2(C2 + A2)Σi jΣkie
†
j e
†
k

− DE(A2 − B2 − 2BC)
(
x̂ j x̂kΣi jΘki x̂

† + x̂ j x̂kΘi j x̂
†Σki

)
− DE(A2 − BC)

(
Σi jΘkiΘ jk + Θi j x̂

†ΣkiΘ jk x̂†
)

− DE(C2 + A2)
(
Σi jΘki x̂

†e†j e
†
k + Θi j x̂

†Σkie
†
j e
†
k

)
− DF(AC+ BA)

(
Σi jΘkiΘ jk + Θi jΣkiΘ jk

)
+ (E2 + F2)(A2 − B2 − 2BC)x̂ j x̂kΘi jΘki + (E2 + F2)(A2 − BC)Θi jΘkiΘ jk x̂†

+ (E2 + F2)(C2 + A2)Θi jΘkie
†
j e
†
k + O(x̂†), (4.82)

and

D2(A2 − B2 − 2BC) term. : x̂ j x̂kΣi jΣki = 2418,

D2(A2 − BC) term. : Σi jΣkiΘ jk x̂† = −24018,

D2(C2 + A2) term. : Σi jΣkie
†
j e
†
k = 67218,

DE(A2 − B2 − 2BC) term. : x̂ j x̂kΣi jΘki x̂
† + x̂ j x̂kΘi j x̂

†Σki = 2 · 1218

DE(A2 − BC) term. : Σi jΘkiΘ jk + Θi j x̂
†ΣkiΘ jk x̂† = −2 · 6018,

DE(C2 + A2) term. : Σi jΘki x̂
†e†j e

†
k + Θi j x̂

†Σkie
†
j e
†
k = 2 · 9618,

DF(AC+ BA) term. : Σi jΘkiΘ jk + Θi jΣkiΘ jk = −2 · 6018,

(E2 + F2)(A2 − B2 − 2BC) : x̂ j x̂kΘi jΘki = 618,

(E2 + F2)(A2 − BC) : Θi jΘkiΘ jk x̂† = 0,

(E2 + F2)(C2 + A2) : Θi jΘkie
†
j e
†
k = 1818. (4.83)

Hence

Tr[Ri ,Rj ][Rk,Ri ]RjRk = 192r−2 sin2 f
(
15r−4 sin4 f + 14r−2 sin2 f (∂r f )2 − (∂r f )4

)
. (4.84)

Expand the eighth term in (4.5) with the hedgehog ansatz as

[Ri ,Rj ]Ri [Rk,Rj ]Rk = D2A2x̂i x̂kΣi jΣk j + D2A2
(
x̂iΣi jΣk je

†
k x̂† + x̂kΣi j e

†
i x̂†Σk j

)
+ DA(EA− FB)

(
x̂i x̂kΣi jΘk j x̂

† + x̂i x̂kΘi j x̂
†Σk j

)
− DA(EA+ FC)

(
x̂iΣi jΘk je

†
k + x̂kΘi j e

†
i Σk j

)
+ D2B2x̂i x̂kΣi j x̂

†Σk j x̂
† + D2BC

(
x̂iΣi j x̂

†Σk je
†
k + x̂kΣi j e

†
i Σk j x̂

†
)

+ DB(EB+ FA)
(
x̂i x̂kΣi j x̂

†Θk j + x̂i x̂kΘi jΣk j x̂
†
)
− DB(EC− FA)

(
x̂iΣi j x̂

†Θk j x̂
†e†k + x̂kΘi j x̂

†e†i Σk j x̂
†
)

+ D2C2Σi j e
†
i Σk je

†
k + DC(EB+ FA)

(
x̂kΣi j e

†
i Θk j + x̂iΘi jΣk je

†
k

)
− DC(EC− FA)

(
Σi j e

†
i Θk j x̂

†e†k + Θi j x̂
†e†i Σk je

†
k

)
+ A2D2Σi j e

†
i x̂†Σk je

†
k x̂† + AD(EA− FB)

(
x̂kΣi j e

†
i x̂†Θk j x̂

† + x̂iΘi j x̂
†Σk je

†
k x̂†

)
− AD(EA+ FC)

(
Σi j e

†
i x̂†Θk je

†
k + Θi j e

†
i Σk je

†
k x̂†

)
+ (EA− FB)2x̂i x̂kΘi j x̂

†Θk j x̂
†

− (EA− FB)(EA+ FC)
(
x̂iΘi j x̂

†Θk je
†
k + x̂kΘi j e

†
i Θk j x̂

†
)
+ (EB+ FA)2x̂i x̂kΘi jΘk j

− (EB+ FA)(EC− FA)
(
x̂iΘi jΘk j x̂

†e†k + x̂kΘi j x̂
†e†i Θk j

)
+ (EC− FA)2Θi j x̂

†e†i Θk j x̂
†e†k + (EA+ FC)2Θi j e

†
i Θk je

†
k + O(x̂†), (4.85)
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and

D2A2 term : x̂i x̂kΣi jΣk j = −2418,

D2A2 term : x̂iΣi jΣk je
†
k x̂† + x̂kΣi j e

†
i x̂†Σk j = 2 · 14418,

DA(EA− FB) term : x̂i x̂kΣi jΘk j x̂
† + x̂i x̂kΘi j x̂

†Σk j = −2 · 1218,

−DA(EA+ FC) term : x̂iΣi jΘk je
†
k + x̂kΘi j e

†
i Σk j = −2 · 1218,

D2B2 term : x̂i x̂kΣi j x̂
†Σk j x̂

† = −2418,

D2BC term : x̂iΣi j x̂
†Σk je

†
k + x̂kΣi j e

†
i Σk j x̂

† = −2 · 14418,

DB(EB+ FA) term : x̂i x̂kΣi j x̂
†Θk j + x̂i x̂kΘi jΣk j x̂

† = 2 · 1218,

−DB(EC− FA) term. : x̂iΣi j x̂
†Θk j x̂

†e†k + x̂kΘi j x̂
†e†i Σk j x̂

† = −2 · 1218,

D2C2 term : Σi j e
†
i Σk je

†
k = −100818,

DC(EB+ FA) term : x̂kΣi j e
†
i Θk j + x̂iΘi jΣk je

†
k = 2 · 7218,

−DC(EC− FA) term : Σi j e
†
i Θk j x̂

†e†k + Θi j x̂
†e†i Σk je

†
k = −2 · 14418,

A2D2 term : Σi j e
†
i x̂†Σk je

†
k x̂† = −72018,

AD(EA− FB) term : x̂kΣi j e
†
i x̂†Θk j x̂

† + x̂iΘi j x̂
†Σk je

†
k x̂† = 2 · 7218,

−AD(EA+ FC) term : Σi j e
†
i x̂†Θk je

†
k + Θi j e

†
i Σk je

†
k x̂† = 2 · 14418,

(EA− FB)2 term : x̂i x̂kΘi j x̂
†Θk j x̂

† = −618,

−(EA− FB)(EA+ FC) term : x̂iΘi j x̂
†Θk je

†
k + x̂kΘi j e

†
i Θk j x̂

† = −2 · 618,

(EB+ FA)2 term : x̂i x̂kΘi jΘk j = −618,

−(EB+ FA)(EC− FA) term : x̂iΘi jΘk j x̂
†e†k + x̂kΘi j x̂

†e†i Θk j = 2 · 618,

(EC− FA)2 term : Θi j x̂
†e†i Θk j x̂

†e†k = −4218,

(EA+ FC)2 term : Θi j e
†
i Θk je

†
k = 3018. (4.86)

Hence
Tr[Ri ,Rj ]Ri [Rk,Rj ]Rk = 192r−2 sin2 f

(
−25r−4 sin4 f − 16r−2 sin2(∂r f )2 − (∂r f )4

)
. (4.87)

Therefore the results are

Tr
(
[Ri ,Rj ]

2
)2
= 4608r−4 sin4 f

(
25r−4 sin4 f + 20r−2 sin2 f (∂r f )2 + 4(∂r f )4

)
,

Tr
(
[Ri ,Rj ][Rk,Rl ]

)2
= 1536r−4 sin4 f

(
−5r−4 sin4 f + 20r−2 sin2 f (∂r f )2 − 8(∂r f )4

)
,

Tr[Ri ,Rj ][Rk,Rl ][Ri ,Rk][Rj ,Rl ] = 768r−4 sin4 f
(
−55r−4 sin4 f − 80r−2 sin2 f (∂r f )2 + 2(∂r f )4

)
,

Tr
(
[Ri ,Rj ]

)2
R2

k = 192r−2 sin2 f
(
30r−4 sin4 f + 17r−2 sin2 f (∂r f )2 + 2(∂r f )4

)
,

Tr
(
[Ri ,Rj ]Rk

)2
= 192r−2 sin2 f

(
10r−4 sin4 f + 13r−2 sin2 f (∂r f )2 − 2(∂r f )4

)
,

Tr[Ri ,Rj ]Rk[Ri ,Rk]Rj = 192r−2 sin2 f
(
−25r−4 sin4 f − 16r−2 sin2(∂r f )2 − (∂r f )4

)
,

Tr[Ri ,Rj ][Rk,Ri ]RjRk = 192r−2 sin2 f
(
15r−4 sin4 f + 14r−2 sin2 f (∂r f )2 − (∂r f )4

)
,

Tr[Ri ,Rj ]Ri [Rk,Rj ]Rk = 192r−2 sin2 f
(
−25r−4 sin4 f − 16r−2 sin2(∂r f )2 − (∂r f )4

)
. (4.88)

Collecting everything altogether, we finally obtain

Tr
[
c2

(
[Ri ,Rj ][Ri ,Rj ]

)2
+ c2

(
[Ri ,Rj ][Rk,Rl ]

)2 − 4c2[Ri ,Rj ][Rk,Rl ][Ri ,Rk][Rj ,Rl ]

+ 4c1

(
[Ri ,Rj ]

)2
R2

k + 4c1

(
[Ri ,Rj ]Rk

)2 − 4c1[Ri ,Rj ]Rk[Ri ,Rk]Rj

+ 8c1[Ri ,Rj ][Rk,Ri ]RjRk − 4c1[Ri ,Rj ]Ri [Rk,Rj ]Rk

]
= 23040

(
3c1r−4 sin4 f (∂r f )2 + 4r−6 sin6 f

(
4c2(∂r f )2 + c1

)
+ 12c2r−8 sin8 f

)
. (4.89)
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x̃ 0.01 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 0.99

a = 1/3 0.0100 0.1036 0.2154 0.3379 0.4743 0.6300 0.8143 1.046 1.368 1.939 4.595
a = 1/2 0.0100 0.1054 0.2236 0.3586 0.5164 0.7071 0.9487 1.278 1.789 2.846 9.9

x : a = 1 0.0101 0.1111 0.25 0.4286 0.6667 1 1.5 2.333 4. 9. 99
a = 2 0.0102 0.1235 0.3125 0.6122 1.1111 2. 3.75 7.777 20. 90. 9900.
a = 3 0.0103 0.1372 0.3906 0.8746 1.8519 4. 9.375 25.93 100. 900. 9.9× 105

Table 4.2: mesh scale of the fractional type (b = 1): x vs. x̃

Takingc1 = c2 = 1 and introducing the overall factor
∫

S6 dΩ6 =
16
15π

3r6, we obtain the energy functional (4.16).

4.5 The numerical analysis

In this section, we will discuss numerical calculations to solve the hedgehog equations.
In numerical calculations, we can not directly treat the (semi-)infinite regionx ∈ [0,∞] because of the region that can be

calculating is finite. Hence we have to transform infinite regionx to finite region ˜x, such asx 7→ x̃ ∈ [0, 1]. Various types of
scale transformation are known for this purpose and we need choose suitable scale transformation for each problem. We usually
use the fractional type scale transformation:

x = b−1 x̃
(1− x̃)a

(4.90)

wherea ∈ {1/4,1/3,1/2,1,2,3,4} is a non-linear transform parameter andb ∈ R is linear transform patameter. This scale
transformation holds more informative around origin than infinity, thus it is enough that we use this type in usually. Now “more
informative” means that mesh points are closer. The reason that we now restricta ∈ {1/4,1/3,1/2,1,2,3,4} is that there is not
the formula of algebraic equation solutions of degree more than five in generally. However it is hard that we calculate the case
of a = 1/4 or 4, thus we omit these case in this paper. Table 4.2 denotes the scale relations betweenx with x̃ in the fractional
type (b = 1). Although we have to take the suitable non-linear transform paramtera for each case, we can change the scale with
changing the linear transform parameterb. Thus we usually take the most simple casea = 1 and adjust the scale with changing
b.

Using the chain rule, the transformation of derivative term (order less than three) becomes

∂x = ∂xx̃ · ∂x̃, (4.91a)

∂2
x = ∂x (∂xx̃ · ∂x̃)

= ∂2
xx̃ · ∂x̃ + (∂xx̃)2 · ∂2

x̃. (4.91b)

For this reason, we need a representation ˜x(x). The inverse functions of the scale relation (4.90) for eacha are

a = 1/3⇒ x̃ =
−2 · 31/3b2x2 + 21/3bx

(
9+

√
3(27+ 4b3x3)

)2/3

62/3
(
9+

√
3(27+ 4b3x3)

)1/3
, (4.92a)

a = 1/2⇒ x̃ =
−b2x2 + bx

√
4+ b2x2

2
, (4.92b)

a = 1⇒ x̃ =
bx

1+ bx
, (4.92c)

a = 2⇒ x̃ =
1+ 2bx−

√
1+ 4bx

2bx
, (4.92d)

a = 3⇒ x̃ = 1−

 2

3
(
−9b2x2 +

√
3b3x3(4+ 27bx)

) 
1/3

+

(
−9b2x2 +

√
3b3x3(4+ 27bx)

)1/3

181/3bx
. (4.92e)

We now consider rescaling the Hedgehog equations with using the case ofa = 1 (and more generalization):

[0,∞] ∋ r 7→ r̃ ∈ [0, xmax], s.t. r = b−1 r̃
xmax− r̃

, (4.93)
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then the derivative terms becomes

∂r = ∂r r̃ · ∂r̃ = β(xmax− r̃)2 · ∂r̃ , (4.94a)

∂2
r = ∂

2
r r̃ · ∂r̃ + (∂r r̃)

2 · ∂2
r̃ = β

2(xmax− r̃)3
(
−2∂r̃ + (xmax− r̃) · ∂2

r̃

)
, (4.94b)

whereβ B b/xmax.
Using these results, the Hedgehog equation in four dimensions becomes

(r2 + 2 sin2 f )∂2
r f + 2r∂r f + sin 2f

(
(∂r f )2 − 1− sin2 f

r2

)
= β2

(
b−2r̃2 + 2 sin2 f (xmax− r̃)2

)
(xmax− r̃)2∂2

r̃ f + 2β2
(
b−2r̃ − 2 sin2 f (xmax− r̃)

)
(xmax− r̃)2∂r f

+ sin 2f

(
β2(xmax− r̃)4(∂r̃ f )2 − 1− b2(xmax− r̃)2 sin2 f

r̃2

)
. (4.95)

In numerically calculation, dividing by zero is not good hence we define the normalized functionalF( f , f ′, f ′′) as multiplying
r̃2 on both side in the equation:

F( f , f ′, f ′′) = β2r̃2
(
b−2r̃2 + 2 sin2 f (xmax− r̃)2

)
(xmax− r̃)2∂2

r̃ f + 2β2r̃2
(
b−2r̃ − 2 sin2 f (xmax− r̃)

)
(xmax− r̃)2∂r f

+ sin 2f
(
β2r̃2(xmax− r̃)4(∂r̃ f )2 − r̃2 − b2(xmax− r̃)2 sin2 f

)
. (4.96)

Similarly, the Hedgehog equation in eight dimensions becomes

sin2 f
(
3r2 + 16 sin2 f

)
∂2

r f + 6r sin2 f∂r f + 3 sin 2f

((
r2 + 8 sin2 f

)
(∂r f )2 − 2 sin2 f − 8

sin4 f
r2

)
= β2 sin2 f

(
3b−2r̃2 + 16 sin2 f (xmax− r̃)2

)
(xmax− r̃)2∂2

r̃ f + 2β2 sin2 f
(
3b−2r̃ − 16 sin2 f (xmax− r̃)

)
(xmax− r̃)2∂r f

+ 3 sin 2f

(
β2

(
b−2r̃2 + 8 sin2 f (xmax− r̃)2

)
(xmax− r̃)2(∂r̃ f )2 − 2 sin2 f − 8 sin4 f

b2(xmax− r̃)2

r̃2

)
. (4.97)

We define the normalization functionalF( f , f ′, f ′′) as multiplying ˜r2 sin−1 f on both side in the equation:

F( f , f ′, f ′′) = β2 sin f
(
3b−2r̃2 + 16 sin2 f (xmax− r̃)2

)
r̃2(xmax− r̃)2∂2

r̃ f

+ 2β2 sin f
(
3b−2r̃ − 16 sin2 f (xmax− r̃)

)
r̃2(xmax− r̃)2∂r f

+ 6 cosf
(
β2

(
b−2r̃2 + 8 sin2 f (xmax− r̃)2

)
r̃2(xmax− r̃)2(∂r̃ f )2 − 2 sin2 f r̃2 − 8b2 sin4 f (xmax− r̃)2

)
.

(4.98)

Of course, the boundary condition becomesf (0) = π, f (xmax) = 0.
The Hedgehog equations are second ordinary differential equation with Neumann boundary condition, thus we solve the

equations with using an appropriate numerical method of boundary value problems, such as a shooting method. In this paper,
we used a functional Newton-Raphson method (please see the details below).

We now calculate the functional derivative (lower order than two) which is used at the functional Newton-Raphson method.
In four dimensions, the functional derivatives are

∂F( f , f ′, f ′′)
∂ f

= 2β2b−2 sin 2f r̃2(xmax− r̃)4∂2
r̃ f − 4β2 sin 2f r̃2(xmax− r̃)3∂r f

+ 2 cos 2f
(
β2r̃2(xmax− r̃)4(∂r̃ f )2 − r̃2 − b2(xmax− r̃)2 sin2 f

)
− b2(sin 2f )2(xmax− r̃)2, (4.99a)

∂F( f , f ′, f ′′)
∂(∂r̃ f )

= 2β2r̃2
(
b−2r̃ − 2 sin2 f (xmax− r̃)

)
(xmax− r̃)2 + 2β2 sin 2f r̃2(xmax− r̃)4∂r̃ f , (4.99b)

∂F( f , f ′, f ′′)

∂(∂2
r̃ f )

= β2r̃2
(
b−2r̃2 + 2 sin2 f (xmax− r̃)2

)
(xmax− r̃)2. (4.99c)
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In eight dimensions, the functional derivatives are

∂F( f , f ′, f ′′)
∂ f

= β2
(
3b−2 cos f r̃2 + 24 sin f sin 2f (xmax− r̃)2

)
r̃2(xmax− r̃)2∂2

r̃ f

+ 2β2
(
3b−2 cos f r̃ − 24 sin f sin 2f (xmax− r̃)

)
r̃2(xmax− r̃)2∂r̃ f

− 6 sin f
(
β2

(
b−2r̃2 + 8 sin2 f (xmax− r̃)2

)
r̃2(xmax− r̃)2(∂r̃ f )2 − 2 sin2 f r̃2 − 8b2 sin4 f (xmax− r̃)2

)
+ 12 cosf sin 2f

(
4β2r̃2(xmax− r̃)4(∂r̃ f )2 − r̃2 − 8b2 sin2 f (xmax− r)2

)
, (4.100a)

∂F( f , f ′ f ′′)
∂ f ′

= 2β2 sin f
(
3b−2r̃ − 16 sin2 f (xmax− r̃)

)
r̃2(xmax− r̃)2

+ 12β2 cos f
(
b−2r̃2 + 8 sin2 f (xmax− r̃)2

)
r̃2(xmax− r̃)2∂r̃ f , (4.100b)

∂F( f , f ′ f ′′)
∂ f ′′

= β2 sin f
(
3b−2r̃2 + 16 sin2 f (xmax− r̃)2

)
r̃2(xmax− r̃)2. (4.100c)

4.5.1 Functional Newton-Raphson method

The functional Newton-Raphson method is able to regard as an applied method of the well-known Newton-Raphson method,
which find root of function, to solve differential equations. In various context, this method is simply called as the Newton-
Raphson method but we call the solving method of differential equations as the functional Newton-Raphson method to distinguish
these two method. Although we can solve the partial differential equations with using the functional Newton-Raphson method
also, we focus our discussion on the ordinary differential equations case.

The functional Newton-Raphson method is one of the iterative methods which reduce residuals step by step. Roughly
speaking, the residual means that an error of functional values on current step. This method can be used for any implicit
functions, thus it is useful when we solve an non-linear systems. Although the Newton-Raphson method can be applied anynth
order differential equations, for simplify, we restrict the following discussion to the second order ordinary differential equations:

F( f (x), f ′(x), f ′′(x)) = 0, (4.101)

Let x be a variable and define the closed intervalx ∈ [xini , xfin]. Divide this interval intoN equal parts. Now we define some
values which are used below discussions;

mesh size : δxB (xfin − xini)/N, mesh point : xi B xini + i · δx,

function value on the mesh point : fi B f (xi), functional on the mesh point : Fi B F( fi , f ′i , f ′′i ). (4.102)

wherei = 0, . . . ,N. In the iterative method, we have to give a reasonable starting value of function, af (0)
i denote this starting

value. Of course, this starting valuef (0)
i does not satisfy the functional equation:

F
(
f (0)
i , f ′(0)

i , f ′′(0)
i

)
, 0, (4.103)

where f ′(0)
i B ∂x f (0)(x)|x=xi , f ′′(0)

i B ∂2
x f (0)(x)|x=xi . Suppose that the functional equation is satisfied by using a correction value

δ f (0)
i :

F
(
f (0)
i + δ f (0)

i , f ′(0)
i + δ f ′(0)

i , f ′′(0)
i + δ f ′′(0)

i

)
= 0. (4.104)

We call the correction valueδ f (0)
i as the residual. Assume that each residualδ f (0)

i , δ f ′(0)
i , δ f ′′(0)

i in (4.104) is not large, and then
the Taylor expansion with regardingfi , f ′i , f ′′i as independent values becomes

F
(
f (0)
i , f ′(0)

i , f ′′(0)
i

)
+

(
∂F
∂ f

)(0)

i

δ f (0)
i +

(
∂F
∂ f ′

)(0)

i

δ f ′(0)
i +

(
∂F
∂ f ′′

)(0)

i

δ f ′′(0)
i + O

(
(δ fi)

2
)
= 0. (4.105)

Here the symbol
(
∂F
∂ f

)(0)

i
means∂ f F( f , f ′, f ′′)

∣∣∣
( f (x)= f (0)

i , f ′(x)= f ′(0)
i , f ′′(x)= f ′′(0)

i )
and the others are similar meanings. Now we ignore

residuals more than second order, and then rewrite the equation including only the residual on each mesh pointδ fi−1, δ fi , δ fi+1

by replacing the differentialδ f ′(0)
i , δ f ′′(0)

i with a finite difference of residual (see this below). We take this operation on whole
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mesh pointi = 0, . . . ,N and obtain a linear system ofN + 1 equations in theN + 1 residualδ f (0)
i (i = 0, . . . ,N), call this system

as the residual equations. The coefficients of this system has onlyF(0), ∂ f Fi |(0), ∂ f ′Fi |(0), ∂ f ′′Fi |(0), hence the residualsδ f (0)
i are

uniquely decided when we give the starting valuef (0)
i . We obtain a corrected function valuef (1)

i by correcting this residual:

f (0)
i + δ f (0)

i → f (1)
i . (4.106)

This new function valuef (1)
i is nearing the truth solution than previous function valuef (0)

i . Therefore we can calculate a next
residualδ f (1)

i by peforming same calculations, and finally obtain the truth solutionfi to the equation (4.101) by calculating this
correcting again and again until the residualδ f (m)

i is enough small. The algorithm like this is called as the functional Newton-
Raphson method.

In above discussion, still we do not give the residual equations explicitly, let us give these equations in the following. The
explicit form of the residual equations is different with the type of boundary conditions, namely the boundary problems (i.e.
the Neumann boundary condition) or the initial problems (i.e. the Dirichlet boundary conditions), and the order precision of
using finite difference. In the boundary problems then the function value at the both sidei = 0,N is fixed, thus the functional
Newton-Raphson method correct the function value in the inneri = 1, . . . ,N−1. On the other hand, in the initial prolems, we fix
the function value at the initial pointi = 0 and correct the function value in the other pointsi = 1, . . . ,N. Moreover, because that
the number of using mesh points by the finite difference is changed with the order precision of using finite difference, we have
to use the forward or backward finite difference at suitable points around the both side. We now use the second order precision
finite difference and consider the boundary problems. For simplify, in below discussion, we omit the index that is meant step
numbers such that(0).

The second order presicion central finite difference is given by

δ f ′i =
fi+1 − fi−1

2δx
, δ f ′′i =

fi+1 − 2 fi + fi−1

(δx)2
. (4.107)

We now consider the boundary problems thus the region of calculations becomesi = 1, . . . ,N−1. Hence it is enough that we use
the above central finite difference when using the second order precision finite difference. Using (4.107), the expansion equation
(4.105) with ignore higher order residuals becomes[

1
2δx

(
∂F
∂ f ′

)
i

− 1
(δx)2

(
∂F
∂ f ′′

)
i

]
δ fi−1 +

[
−

(
∂F
∂ f

)
i

+
2

(δx)2

(
∂F
∂ f ′′

)
i

]
δ fi +

[
− 1

2δx

(
∂F
∂ f ′

)
i

− 1
(δx)2

(
∂F
∂ f ′′

)
i

]
δ fi+1 = Fi , (4.108)

wherei run from 1 toN − 1. We note thatδ f0 = δ fN = 0 because of the boundary problems, and we obtain the residual equation
by collecting the aboveN − 2 equations:

B1 C1 0 · · · 0
A2 B2 C2 · · · 0
...

. . .
. . .

. . .
...

0 · · · AN−2 BN−2 CN−2

0 · · · 0 AN−1 BN−1





δ f1
δ f2
...

δ fN−2

δ fN−1


=



F1

F2
...

FN−2

FN−1


, (4.109)

where

Ai B
1

2δx

(
∂F
∂ f ′

)
i

− 1
(δx)2

(
∂F
∂ f ′′

)
i

, Bi B −
(
∂F
∂ f

)
i

+
2

(δx)2

(
∂F
∂ f ′′

)
i

, Ci B −
1

2δx

(
∂F
∂ f ′

)
i

− 1
(δx)2

(
∂F
∂ f ′′

)
i

. (4.110)

This equation is the system ofN−2 linear equations, thus we can numerically sovle the residualsδ fi (i = 1, . . . ,N−1) with using
an appropriate algorithm of matrix calculations. Using these residuals, we correct the function value step by step. At finally the
residual becomes enough small.

Some comments are in order. First, the residuals around begining step when the function value differ from solution are
sometimes big values and it is not so easy to converge one. Hence we use the modified correction equation which is multiplied
the appropriate boost parameterϵ around begining step:

fi + ϵδ fi → fi , (4.111)

for example we takeϵ = 0.01,0.1 etc. then the residual more earlier converge than using original one (4.106).
Second, the matrix of the residual equation (4.109) is the band matrix thus the calculation can speed up with using the

appropriate numerical package (for example “LAPACK”).



Conclusion

In this paper we have studied mainly two topics: the one is about the ADHM construction and the (self-dual type) instantons in
4n dimensions, the other is about the Atiyah-Manton construction and Skyrmions in eight dimensions.

It is well known that the usually four-dimensional ADHM construction is based on the quaternion. Naturally, it is expect
that a algeraic basis which is generalization of the quarternion will palys important role in the higher dimensional ADHM
construction. Indeed, we have shown that the framework of the 4n-dimensional ADHM construction was construced by using
the ASD basis which is constructed from the (4n − 1)-dimensional Clifford algebra. Moreover we have proved that the 4n-
dimensional ASD tensor, which is generalization of the ’t Hooft symbol in four dimensions, from the ASD basis satisies the
Hodge duality equation in 4n dimensions. The Hodge duality equation is more generalization of the ASD equation. The Clifford
algebra is one of generalization algebras of the quaternion, thus this scheme is the straightforward generalization of the usually
ADHM construcion. The (self-dual type) instanton in 4n dimensions is defined as solution to the 4n-dimensional ASD equations.
Compared with the ASD equation in four dimensions, the equation in 4n dimensions is non-linear. We have found that there
are two ADHM constraints which is duality equation the ASD equation, one of these is the straightforward generalization of
four-dimensional one. The other ADHM constraint, which is the new constraint, corresponds to the non-linearity of the higher-
dimensional ASD equation. One of the most interesting things is that the more non-linearity of the ASD equations is according
as dimensions increase but the ADHM construction does not need essentially new constraints more than what is shown in this
paper. We have shown that our construction reproduces the known BPST one instanton in 4n dimensions by using the simplest
generalization ADHM data of four-dimensional one. On the other hand, unfortunately, we have found that the straightforward
generalization of the well-known four-dimensional multi-instanton ADHM data, namely the ’t Hooft type data and the JNR type
data, do not satisfy the second ADHM constraint in generally. These multi-instanton ADHM data become well defined if only
if the data satisy the well-separated limit. This fact means that the construction of the higher dimensional multi-instantons is not
easy. Therefore one of the futerworks is finding the suitable multi-instantons ADHM data in higher dimesions.

In the latter part of this paper, we discussed closed connection between the instantons and the Skyrmions in the higher dimen-
sions. The Skyrmions in four dimensions are solutions to the (static) Skyrme model, thus we need the higher dimensional Skyrme
model to consider the higher dimensional Skyrmions. Following the formalism developed by Sutcliffe truncation method, we
have shown that the static Skyrme model can be derived from the generalized Yang-Mills model in 4n dimensions. This higher
dimensional Skyrme model satisfy the Derrick’s theorem, thus we expext stable soliton solutions in this model and call these so-
lutions as the higher dimensional Skyrmions. In particular, we have considered the eight dimensional Skyrme model and shown
that the lower bound of this action is the topological charge which is the generalization of the Baryon number. Furthermore
we have introduced the higher dimensional spherically symmetric ansatz, namely the higher dimensional hedgehog ansatz, and
presented the explicit numerical solution for the Skyrmion associated with the topological charge one. The profie function and
the energy density of the eight-dimensional single Skyrmion look quite similar to those in four dimensions. In four dimensions,
it is known that the Atiyah-Manton construction lead the good approximate profile function of Skyrmions from the instantons.
Following the four-dimensional case, we constructed the Atiyah-Manton solution for the Skyrmin from the eight-dimensional
one instanton solution. We then compare the above numerical solution and the Atiyah-Manton solution and find that there is
a good agreement between them. This result means that the Atiyah-Manton construction works well in eight dimensions, and
dictates us that the correspondence the instantons and the Skyrmions by the Atiyah-Manton construction is an universal property
in higher dimensions.
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